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Many online platforms (e.g., Amazon and Groupon) offer time-locked sales campaigns as an innovative sell-
ing mechanism, whereby third-party vendors sell their products at a fixed price for a pre-specified length of
time. To alleviate customers’ uncertainty and to influence their inference about a product’s value, platforms
often display to upcoming customers some information about previous customers’ purchase decisions, which
are the platform’s proprietary observation. Using a dynamic Bayesian persuasion framework, we formulate
and study how a platform should optimally design its dynamic information provision strategy to maximize
its expected revenue. We establish an equivalent reformulation of the platform’s information design prob-
lem by significantly reducing the dimensionality of the platform’s message space and proprietary history.
Specifically, we show that it suffices for the platform to use only three messages in disclosing information:
a neutral recommendation that induces a customer to make her purchase decision according to her private
assessment about the product; and a positive (resp., negative) recommendation that induces a customer
to make the purchase (resp., not to make the purchase) by ignoring her private assessment. We also show
that the platform’s proprietary history can be represented by the net purchase position, a single-dimensional
summary statistic that computes the difference between the cumulative purchases and non-purchases made
by customers who receive the neutral recommendation from the platform. Subsequently, the platform’s prob-
lem can be formulated and solved efficiently as a linear program. Further, we propose and optimize over a
class of heuristic policies. The best heuristic policy, which we characterize analytically, is easy-to-implement,
simple-to-prescribe, and near-optimal policy. Specifically, this heuristic policy provides only neutral recom-
mendations to customers arriving up to a cut-off customer and provides only positive or negative recommen-
dations to customers arriving afterwards. The recommendation is positive if and only if the net purchase
position achieved right after the cut-off customer exceeds a threshold. Finally, we demonstrate that the best
heuristic policy improves the platform’s revenue over naive policies commonly used in practice, such as the

no-disclosure and full-disclosure policies, and captures at least 90% of the optimal revenue.
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1. Introduction
The recent surge of digital platform economy is bringing radical changes to how we socialize, trade,
and exchange information. In contrast to the businesses operated in a traditional economy, online

platforms such as Amazon, eBay and Groupon play the role of a market maker by establishing
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technology-based infrastructures that allow a large number of independent vendors to sell their
products and services to a broad range of customers. While these platforms have limited control over
tangible instruments such as prices, they can manifest their value by facilitating and controlling the
information flow among market participants in real time at no cost, a point we aim to demonstrate
in this paper.

To that end, we focus on one particular application innovated by these online platforms, which we
refer to as a time-locked sales campaign. This selling mechanism allows third-party vendors to sell
their products at a fixed price for a pre-specified length of time, e.g., from a few hours to a few days.
As the campaign progresses, the platform displays the time remaining in the campaign. Platforms
charge vendors a pre-negotiated commission, i.e., a fraction of the sales.! However, customers
often face uncertainty about the value of products, deterring them from making the purchase.
This uncertainty is particularly significant for new products, products with nuanced features, or
products that cater to a niche market. The lack of physical showrooms in the online environment
further exacerbates the issue. As such, platforms face the challenge to maximize the sales (i) in
the presence of customers’ skepticism about the products, (ii) within a limited amount of time
(iii) without being able to maneuver the price. To overcome this challenge, platforms may offer
some information about historical purchase decisions made by previous consumers to upcoming
customers. The format and granularity of information provided vary across different platforms.
Motivated by the prevalence and heterogeneity of such practice, we study how a platform should

design its information provision strategy for a time-locked sales campaign.

Sale Ends 1,250+ viewed 411 Ratings Sale Ends Selling fast! 4-0_
09:37:26 today 05:40:28 (411 Ratings)
Rainfall Showerhead with LED/LCD Rainfall Showerhead with LED/LCD
Temperature Display Temperature Display

$12099 .
Extra $1 Off Ends 4/21 $48.99 Extra $1 Off Ends 4/21 $48.99

Accidental Damage Protection @ Accidental Damage Protection @
Add 2 Year Replacement Plan $11.99 Add 2 Year Replacement Plan $11.99
Buy Buy

Figure 1 Key information provided for a time-locked sales campaign on Groupon.com.

! For example, Groupon, eBay and Amazon charge a commission rate of 8-20, 2-12 and 5-20 percent, respectively.
Some platforms also charges a fixed fee per transaction, which essentially inflates the commission rate.
https://marketplace.groupon.com/support/solutions/articles/5000808521-deal-commission-rates
https://www.ebay.com/help/selling/fees-credits-invoices/selling-fees?id=4364
https://sellercentral.amazon.com/gp/help/external/200336920


https://marketplace.groupon.com/support/solutions/articles/5000808521-deal-commission-rates
https://www.ebay.com/help/selling/fees-credits-invoices/selling-fees?id=4364
https://sellercentral.amazon.com/gp/help/external/200336920
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The time-locked sales campaign can be best exemplified by Groupon’s “Deals of the Day,” as
illustrated in Figure 1.2 Customers visiting a deal’s web page are presented with some descriptive
information about the product (including verbal introduction, visual demonstration, existing prod-
uct ratings, warranty terms, and vendor identity) as well as the price, which is set by the vendor
typically at a discounted level. While these information remain constant for the entire duration of
the campaign, Groupon also dynamically updates and provides customers with the time remaining
to claim the deal as well as some, possibly vague, information about the up-to-date visits and sales
data since the inception of the campaign. For example, in a time-locked sales campaign shown in
Figure 1, Groupon displayed “1,250+ viewed today” in gray when approximately 10 hours left to
claim the deal (see the left panel of Figure 1), whereas the message changed to “Selling fast!” in

red 4 hours later in the same campaign (see the right panel of Figure 1).

Deal of the Day: $27.19 & FREE Shipping. Details

& FREE Returns Speed to First Woot: First Sucker: Last Wooter to Woot:
5h 26m 42.226s bearneyoh Wooter838066054

In Stock. Sold by Aaron Leather goods and Fulfilled by Amazon.

This item is returnable ~ Purchaser Experience Purchaser Seniority ‘Quantity Breakdown
13% first woot 6% joined today 76% bought 1

7 Colors: Caramel - Dual Zipper
13% second woot 0% one week old 22% bought 2

Lo o .ee
% % i 34% < 10 wools 1% one month old 2% bought 3
52719 53499 33499

17% < 25 wools 20% one year old
23% = 25 woots T4% = one year old

Want it Friday, Sept. 67 Order within 4 hrs 56 mins and choose
Two-Day Shipping at checkout. Details

®o +0 Richardson 7508 Percentage of Sales Per Hour
eliver ta Richardson 75083

Qty: 1w Turn on 1-click ordering

| Add to Cart ‘ 10%
)
6%
|n CIACE ‘ % 4% . A% 4% 4%
2

Add to List e

121 2 3 4 5§ 6 7 8 9 101M121 2 3 4 5 6 7 8 9 101

(a) Amazon.com (b) Woot.com

Figure 2 Key information provided for a time-locked sales campaign on Amazon.com and Woot.com.

Other platforms adopt different strategies for their time-locked sales campaigns and vary in the
granularity of information provided. For example, Amazon’s “Deal of the Day” only demonstrates
how much time left to claim the deal, as shown in Figure 2(a).? On the other hand, Woot, a daily
deals website owned by Amazon, discloses the full time-series sales data as illustrated by Figure
2(b). As such, the information provided by Groupon is more granular than that by Amazon’s “Deal

of the Day” but is less granular than that by Woot.

2 The complete screenshots of the example campaign web pages in this section are documented in Appendix D.

3 Amazon also hosts another time-locked sales campaign called “Lightening Deal,” where it shows customers the
percentage of inventory that has been sold. In this paper, we only consider campaigns without inventory constraint.
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A fundamental premise behind the platform’s strategy is the notion of social learning. Each
customer has access to a signal somewhat indicative of the product value, based on her research or
word-of-mouth information about the same or a similar product. The signal is likely to be optimistic
if the product is truly of high value and pessimistic otherwise. While each customer’s signal is her
private information, her purchase decision would reflect the nature of her signal and help other
customers revise their valuation of the product. However, customers cannot directly observe each
other’s purchase decisions, which are the platform’s proprietary information. Thus, to influence
upcoming customers’ inference about the product value and subsequently their purchase likelihood,
the platform can leverage its information advantage and strategically provide some information
about the previous customers’ purchase decisions. In essence, the platform can engineer customers’
social learning process through the design of its information provision strategy.

In this paper, we model an online time-locked sales campaign visited by sequentially arriving
customers, and capture the customers’ social learning process using Bikhchandani et al.’s (1992)
framework (in Section 3). The platform has proprietary observation of each customer’s purchase
decision, which is not directly observable to other customers. Using a dynamic Bayesian persuasion
game framework (e.g., Kremer et al. 2014), the platform’s problem is to maximize its revenue by
designing an information provision strategy that dynamically displays a message to an upcoming
customer based on its proprietary information of previous customers’ purchase decisions.

The platform’s problem stated above is very general, since the platform can use any specific
format of messages (e.g., summary statistics of the purchase history) and can dynamically adjust
the information provided to the customers during the campaign. As a key methodological contribu-
tion, we establish an equivalent reformulation of the platform’s problem by significantly reducing
the dimension of its message space and simplifying the representation of its proprietary purchase
history (in Section 4). Specifically, we show that the platform can search for its optimal informa-
tion provision strategy within the class of recommendation policies that use only three messages: a
neutral recommendation that induces the customer to make the purchase if and only if she receives
an optimistic private signal about the product, and two affirmative recommendations—a positive
recommendation and a negative recommendation—that induce the customer to make the purchase
and not to make the purchase, respectively, regardless of her private signal. We then show that
the payoff-relevant information embedded in the platform’s proprietary history can be summarized
through a one-dimensional summary statistic, which we termed as the platform’s net purchase
position. The net purchase position computes the difference between the cumulative numbers of
purchases and non-purchases made by customers who have thus far been offered the neutral recom-
mendation. Combining these two reductions, we are able to represent the platform’s information

provision strategy as a mapping from the net purchase positions to probability distributions over
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the three recommendations for each customer. Subsequently, the platform’s problem is formulated
and solved efficiently as a linear program.

For the ease of implementation, we also propose the class of NA-partition policies, which partition
each customer according to their order of arrival, either (i) as a customer, to whom the platform
can only provide the neutral recommendation regardless of the net purchase position, or (ii) as
a customer, who can only be provided with an affirmative recommendation, possibly randomized
between the positive and negative recommendations depending on the net purchase position. We
find that the optimal NA-partition policy front-loads all neutral recommendations and then back-
loads the affirmation recommendations (in Section 5). In other words, the heuristic policy provides
neutral recommendations to customers arriving up to a cut-off customer and provides affirmative
recommendations to customers arriving afterwards. The affirmative recommendation is positive if
and only if the net purchase position exceeds a threshold. We fully characterize both the cut-off
customer and the threshold. In fact, the optimal NA-partition policy resembles the information
provision strategy employed by Groupon’s “Deals of the Day.” Our comprehensive numerical studies
demonstrate that the optimal NA-partition policy brings significant revenue improvement (i.e., by
20% to 80% for a wide range of parameters) over the naive policies, such as the no-disclosure policy
used by Amazon’s “Deal of the Day” and the full-disclosure policy used by Woot. In addition, this
heuristic policy captures at least 90% of the revenue under the optimal recommendation policy (in

Section 6).

2. Related Literature
Three streams of literature informed and inspired our research: revenue management, social learn-
ing, and information design. Here, we briefly review and discuss our contribution to each stream.
The classical revenue management research has focused predominantly on the pricing and inven-
tory instruments as two key levers to maximizing firms’ profit (see Talluri and Van Ryzin 2006, Ozer
and Phillips 2012, for a comprehensive survey). As a typical premise therein, customers know their
private types such as valuation of the product (whereas the seller does not) and hence they have
the informational advantage over the seller, who can then leverage pricing and inventory related
decisions to screen customers’ private valuation (e.g., Courty and Hao 2000, Gallego et al. 2008,
Kuo et al. 2011, Bergemann et al. 2018, Chen et al. 2018, Chen and Shi 2019). As illustrated in
the introduction, internet-based selling platforms may have reversed such informational advantage
by being able to collect massive information regarding the supply and demand of products sold
on a platform, posing new research challenges and opportunities as to how to best utilize those
proprietary information for revenue management. Drakopoulos et al. (2018) and Lingenbrink and

Iyer (2018) are among the first researchers to study the use of information provision as a novel



6 Kiicgiikgiil, (")zer, and Wang: Information Design of Time-Locked Sales Campaigns for Online Platforms

instrument to raise revenue. They demonstrate strategic provision of (obfuscated) inventory and
demand information can create availability risk and competition among buyers, who will then be
induced to make early purchases. Following the same school of thoughts but in a completely dif-
ferent setting, we study how an online platform can provide information about its historical sales
data to induce upcoming customers’ purchases.

The fundamental linkage between the previous and upcoming customers is the notion of social
learning (see Chamley 2004, for a comprehensive survey). In retail and service industries, such
social learning takes the form of customer reviews, product ratings, and historical sales information
that have become easily accessible with the advance of information technology.* Thus, a burgeoning
literature emerges to examine various implications of social learning on revenue management theory
and practice, ranging from pricing policies (Yu et al. 2015, Crapis et al. 2016, Papanastasiou and
Savva 2016, Ifrach et al. 2019), control of service rate (Veeraraghavan and Debo 2009), inventory
and product line strategies (Hu et al. 2015), to product design and introduction (Feldman et al.
2018, Araman and Caldentey 2016). This literature studies the setting in which both the seller and
customers observe the information generated by the previous customers. This setting essentially
corresponds to our full disclosure benchmark, in which the platform discloses the entire history
of previous customers’ observations and decisions regarding the product. Going beyond the full
disclosure setting, Besbes and Scarsini (2018), Acemoglu et al. (2019) and Garg and Johari (2019)
investigate whether and how fast social learning can reveal the true value of the product by using
other information provision rules (e.g., summary statistics of the past reviews/ratings). In our
work, we share with all the authors above the premise that social learning plays an instrumental
role in resolving customers’ uncertainty about the value of a product or service.’

Of particular interest to our research is the seminal work by Bikhchandani et al. (1992), whose
social learning framework forms the building block of our model. However, different from their
model, customers in our setting cannot directly observe the actions taken by previous customers.
Instead, there is an information designer (i.e., the platform) who can mediate social learning
by collecting and strategically providing (possibly obfuscated) historical purchase information,
a framework that has recently been explored. For example, Che and Horner (2018) study how
a platform can utilize information provision to incentivize early exploration of a single product
4 Instead of reviews and ratings, we focus on actual sales data as the platform’s source of information because of two
reasons. First, it is a well-known empirical fact that reviews and ratings typically suffer from various statistical biases
and manipulation, and hence are not reliable in reflecting the true value of the product (e.g., Li and Hitt 2008, Hu
et al. 2017, Chen et al. 2019). Second, a time-locked sales campaign is typically of short duration and the customers

may even not be able to receive the product before the campaign is concluded. Hence, new reviews or ratings are not
generated during the campaign.

® That said, other plausible explanations have been put forth to rationalize the disclosure of sales or reviews from
previous customers, such as network effects (Hu et al. 2018) and signaling motivation (Subramanian and Rao 2016).
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by abstracting the designer’s information flow into a (two-state) exponential bandit. In a two-
product setting, other researchers (e.g., Kremer et al. 2014, Papanastasiou et al. 2018, Bimpikis
and Papanastasiou 2019) examine the information provision as an incentive instrument to foster
experimentation of the under-explored product for a social welfare maximizing platform. Different
from our setting, all these papers assume that the platform fully observes any signal generated
by customers’ consumption of the product and hence the customers do not possess any private
information. We, on the other hand, model each customer to have a private signal that is imperfectly
indicative of the product’s value. This framework allows the platform’s proprietary information to
have a richer dynamic structure (which we capture through the notion of net purchase position),
differentiating us from previous research.

From the methodological perspective, our modeling framework belongs and contributes to the
fast-growing area of research on information design pioneered by Kamenica and Gentzkow (2011).
Most recent research including ours aims to extend Kamenica and Gentzkow’s (2011) static setting
to dynamic ones for a variety of application contexts, such as Kremer et al. (2014), Renault et al.
(2017), Ely (2017), Che and Horner (2018), Alizamir et al. (2019), to name a few. As in all these
papers, customers in our model are myopic and only optimize a single-period decision. However,
most of these papers assume that receivers are long-lived in that they are able to observe messages
provided by the designer from the beginning of the time horizon and hence their belief becomes
a state variable in the designer’s dynamic program. To capture the nature of the online platform,
we instead model receivers as short-lived agents who can only observe the information provided to
them in the periods of their arrival but not those provided to the previous customers, rendering

the receivers’ belief to be the entire distribution of the designer’s proprietary history.

3. Model
In a time-locked sales campaign, an online platform (e.g., Groupon) allows a third-party vendor
to sell a product to customers visiting the platform over a finite time horizon of length 7. The
vendor sets a constant price, denoted as p, for the entire selling horizon; thus, the platform has
no control over the price. The platform profits from each sale through a pre-specified commission
rate, a fraction of the selling price, which we normalize to 1 without loss of generality. The vendor
receives the rest of the payments and is responsible for fulfilling the order. Hence, the vendor’s
revenue is proportional to the platform’s revenue. To maximize its revenue, the platform’s goal is
to generate as many sales as possible. In this paper, we take the platform’s perspective and focus
on the strategic interaction between the platform and customers.

When selling an innovative or a relatively nuanced product, an online time-locked sales campaign

typically faces the challenge of resolving customers’ uncertainty about the product’s value at the
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time of purchase (before consumption) due to (i) the lack of showroom for customers to experience
the product and (ii) insufficient amount of time for the platform to collect and display reviews from
customers, who have made purchases.® For simplicity, the customer enjoys a consumption utility,
which we normalize to 1, from a valuable or fitting product; otherwise, the customer enjoys zero
consumption utility. We thus model the customer’s a priori uncertain utility from consuming the
product as a binary random variable V' € {0,1}. Customer can purchase the product and receive the
payoff, V' — p; or she does not purchase the product and receive zero payoft. To rule out trivial cases,
we normalize the price to p € (0,1) so that the customer’s net payoff is positive if the purchased
product is valuable and negative otherwise.

A priori, neither the platform nor customers know the exact value of V. At the beginning of
the selling horizon (¢ =0), the vendor publishes on the platform some general information about
the product, such as verbal description, virtual demonstration or even past customers’ reviews
and testimony, and these information remains constant throughout the selling horizon. Based on
these public information, the platform and all customers form a common prior expectation E[V] =
vo € [0,1], i.e., V =1 with probability vy and V' =0 with the complimentary probability 1 —v,. In
summary, the platform and all customers are endowed with three exogenous parameters (7', p,vy),

which define a time-locked sales campaign.

3.1. Dynamics and information
We divide the selling horizon into discrete time periods according to customers’ arrival so that the
time stamp also indexes the customer’s order of arrival. That is, customer ¢ € {1,...,T'}, the cus-
tomer arriving in time period ¢, is the t-th customer visiting the platform. Since the sales campaign
is time-locked (i.e., the platform displays the time remaining in the campaign or equivalently the
duration of the campaign that has elapsed), each customer knows her order of arrival.” Besides
the general information about the product (represented by vg), customers are heterogeneous and
form their private assessment of the product by researching or acquiring word-of-mouth informa-
tion about the same or similar product from some exogenous information channel (e.g., search
engine, social media). Such private assessment can be optimistic or pessimistic in that it induces
a customer to update her expectation of V' above or below the prior vy, respectively.

Formally, we represent customer t’s private assessment as a binary signal .S; taking symbolic

values 1 and —1, which represent an optimistic and pessimistic assessment, respectively. While the

5 As the duration of these campaigns is short, products may not be even delivered until after the campaigns are
concluded. Thus, customers will not be able to provide their reviews in time during the progress of the campaigns.

" Here, we assume that customers have perfect knowledge of their order of arrival. In practice, this assumption holds
as many platforms also display the up-to-date count of visits. In theory, a customer can infer her order of arrival
from her arrival time if customers arrive at a constant rate. In the literature, Kremer et al. (2014) make the same
assumption and demonstrate that it is innocuous. Note that each customer has no control over her order of arrival,
as they cannot control other customers’ arrivals.
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realization of S; is customer ¢’s private information, its distribution (conditional on the product
value V') is public knowledge. Specifically, following Bikhchandani et al. (1992), we model S; as an
identical and independent binary random variable with the following distribution conditional on

the value V:

where ¢ is referred to as the signal’s precision and measures how much indicative a customer’s

private signal S, is of the value V.* According to the Bayes Rule, an optimistic signal improves the

customer’s expectation above vy (i.e., E[V | Sy =1] = —=7®m—s > o) and a pessimistic signal
lowers her expectation below vy (i.e., E[V ]S, =—1] = m < vg). Notably, one could

asymptotically learn the true value of V' by observing a sufficient number of such private signals.

The platform has an information advantage over customers in that the platform observes the
purchase decisions of all customers who have visited the platform as well as all information provided
to them. Hence, the platform can leverage the better information it accrues and decides when and
how to release such information so as to persuade an upcoming customer into purchase. Formally,
let m; denote the information that the platform provides to customer t. Given such information
(in addition to vy and S;), customer ¢t maximizes her expected payoff by deciding whether or not
to purchase. We denote customer ¢’s decision as a, € {1,—1}, where a; =1 and a; = —1 denote a
purchase and a non-purchase, respectively. Thus, we say that customer ¢ follows her private signal
S; to make her purchase decision if a; = S, but it is possible for a; # S;, i.e., she dismisses her
private signal when making her purchase decision. An arriving customer cannot directly observe the
purchase decisions made by or the information provided to previous customers. Hence, customer
t’s purchase decision a; and whatever information/message m; platform provides to customer ¢
are the platform’s proprietary information. We denote the platform’s proprietary history up to
customer t as H; := {(m,a,): s <t} with the convention that H, = (), and the space of all possible

proprietary histories as H :={H;:t=1,2,--- ,T}.

3.2. Platform’s information provision policy

Next, we describe how the platform generates the information m; provided to each customer ¢.
For generality, we allow the platform to dynamically adjust the information provided to different
customers and do not impose any restriction on the format of such information (e.g., verbal or
visual messages are allowed). This allows our framework to capture a wide range of applications
including those illustrated in the Introduction (see Figures 1 and 2). Specifically, the platform

& The signal’s precision depends on the quality of the information channel, through which customers acquire their
signals, and hence is independent of the product value.
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designs and commits to? an information provision policy, denoted as (o, M), which maps each
proprietary up-to-date history H; € H to a probability distribution o(.|H;) € A(M) over message
space M. The information provided to customer t is then a particular message m; € M drawn
according to probability distribution o(.|H;). For notational simplicity, we sometimes make the
message space M implicit and abbreviate (o, M) as o.

It is worthwhile to describe two commonly used naive policies as polar examples of the plat-
form’s information provision policies. On one extreme, a full-disclosure policy, which resembles the
strategy adopted by Woot, simply reveals to each upcoming customer all the previous customers’
purchase decisions in its entirety; that is, M =M and o(H;|H;) =1 for all H, and all ¢. On the
other extreme, a no-disclosure policy, which resembles the strategy adopted by Amazon’s “Deal of
the Day,” completely conceals the platform’s proprietary history by providing a constant message
for all H, and all ¢; that is, M consists of a singleton, say mg, and o(mg|H;) = 1. In this way,
customers are not able to make any inference about the platform’s proprietary history and hence
such a policy discloses no information. We characterize the platform’s revenue performance under

these two naive policies in Section 6.2.

3.3. Customers’ and the platform’s objectives

The platform provides message m; € M to customer ¢ (with a prior expectation vy) upon her
arrival. Combining these information with her private signal S;, customer ¢t updates her belief about
the product value V, and purchases the product (a; =1) if and only if her updated expectation is

not smaller than the price:'°
a;=11if and only if E[V | S;,m:, 0] >p, for all ¢. (2)

Following the convention in the literature, we assume that when the customer is indifferent between
two actions, she purchases the product.

In anticipation of each customer’s response provided in Equation (2), the platform’s objective
is to maximize its total expected sales over the entire selling horizon, by designing an information

provision policy ¢ among all policies. That is, the platform’s problem can be formulated as

T
7 :=max p E le[atzl] ol. (3)

t=1

% The platform’s commitment means that the platform designs its information provision policy upfront at the onset
of the campaign prior to the realization of its proprietary history, and abides by it as its proprietary history unravels.
As articulated in the literature (see Section 2), this commitment assumption is particularly appropriate for online
platforms that have reputational concerns and have to automate and computerize the implementation of their infor-
mation provision for a large number of items on sale and to a wide-spread audience in real time. Further, when the
sender has commitment power, she is always better off using it. Indeed, such commitment establishes the meaning of
the platform’s message, which would otherwise be a cheap talk and lack communicative power.

10 Throughout the paper, all probabilities or expectations are conditional on the publicly known model primitive
parameters {7, p,q,vo}, but such dependence is kept implicit for expositional simplicity.
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To summarize, we illustrate the sequence of events in Figure 3. At the campaign’s onset, campaign
characteristics (7,p,v,) are defined and the platform designs an information provision policy o
according to Equation (3). Customer ¢ arrives with her private signal S; to the platform, receives the
message m, from the platform, and then makes her purchase decision a, according to Equation (2).
The platform updates its proprietary history H;,; = H; U{m;,a;} and time moves on to the point
when customer ¢+ 1 arrives at the platform. This sequence repeats until the campaign concludes

with customer 7.

Hi—— o(H,) — ™y }
A ~ S Qg
(my,ay) .o (my_1,a;_1) K !
(p> UOvo-) : : :
——— - - - —_— - - - —— customer
0 1 t—1 t

Figure 3  Sequence of events.

4. Reformulation and Solution of the Platform’s Problem

The platform’s problem expressed in Equation (3) poses significant challenges to solve due to its full
generality. In this section, we establish an equivalent formulation that is mathematically solvable.
The key methodological innovation to achieve this goal consists of shrinking the dimension of the
message space (through a recommendation policy) and also simplifying the representation of the
platform’s proprietary history (through net purchase position). Along the way, we also uncover

important economic insights and tradeoffs faced by the platform.

4.1. Recommendation policies and net purchase positions

To reduce the dimension of the message space M, we first characterize customer t’s purchase
decision specified in Equation (2) in terms of her interim expectation E[V | m;,o]. This interim
expectation represents customer t’s perceived product value based only on the information m; the

platform provides (that is, without conditioning on her private signal S;).

PROPOSITION 1 (Customer’s purchase decision). Customer t’s purchase decision is

1, if E[V|my,o0]€[v™1
a; =1 Sy, if E[V |my,o]€ v, 0], (4)
=1, if E[V | my,0]€]0,v

*
—

where thresholds v* and v** are given by

o p(1—q) . pq 5)

T+ -pq P Tura-pli-o
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Proposition 1 follows from the Bayes rule. When the information provided by the platform does
not adequately resolve the customer’s uncertainty (i.e., when her interim expectation is between
v* and v**), customer follows her private signal S; to make the purchase decision (i.e., a; = S;).
In this case, the customer purchases the product following an optimistic signal (i.e., Sy =1) and
does not purchase following a pessimistic signal (i.e., S; = —1). In contrast, when the information
provided by the platform enables the customer to form a sufficiently conclusive belief (i.e., her
interim expectation is either above v** or below v*), the customer ignores her private signal S;
and makes the purchase decision according to her interim expectation. That is, she purchases the
product if her interim expectation is above v**, and does not purchase if it is below v*, regardless

of the value of S;. An important consequence of Proposition 1 is the following corollary.

COROLLARY 1 (Optimal policy for v, & [v*,v**)). For vy & [v*,v™), any information provi-
sion policy is optimal for the platform. In particular, if vo > v**, all customers make the purchase
and the platform’s profit is m* = pT'; if vy < v*, none of the customers make the purchase and the

platform’s profit is 7™ = 0.

Corollary 1 shows that the platform’s information design problem has a trivial solution when
the common prior expectation vy & [v*,v**). To see this result, we note that the first customer’s
interim expectation is basically the prior expectation vg, and hence, by Proposition 1, she purchases
(resp., does not purchase) the product if vy > v**(resp., vy < v**) regardless of her private signal S;.
Consequently, the platform learns no new information from the first customer’s purchase decision
beyond prior expectation vy. Fully aware of this fact, the second customer does not interpret the
platform’s second message ms, beyond prior expectation vy and then behaves the same as the first
customer. So do all subsequent customers, leading to Corollary 1. In other words, when customers
do not have much prior uncertainty about the product value V, there is no room and need for
the platform to manage its information provision to influence customers’ purchase decisions. In
particular, the platform can simply provide a constant message or no message at all throughout the
campaign in this case. For this reason, the rest of paper will focus only on the parametric region
such that vy € [v*,v**), even though the solution methodology developed below equally applies to
the complementary case.

Proposition 1 classifies the customer’s purchasing strategy into three categories given by Equation
(4). As such, we can equate any message provided by the platform to one of the three incentive
compatible recommendations, symbolically denoted as {1,0,—1}: a positive recommendation m; =1

that induces customer ¢ to purchase the product regardless of her private signal (a; = 1), i.e.,

E[V|m;=1,0] >v""; (ICT)
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a neutral recommendation m; =0 that induces customer ¢ to follow her private signal to make the

purchase decision (a, = S;), i.e.,

v <E[V [m,=0,0] <v™; (1C7)
and a negative recommendation m; = —1 that induces customer ¢ not to purchase the product
regardless of her private signal (a;, = —1), i.e.,

E[V|m,=-1,0] <v". (IC7,)

DEFINITION 1. We define any information provision policy (o, M) as a recommendation policy, if
its message space consists only of the three incentive compatible recommendations M :={1,0,—1}.
Since, following either a positive or negative recommendation, a customer makes a definitive pur-
chase decision irrespective of her private signal, we refer to a positive or negative recommendation
as an affirmative recommendation.

The three incentive compatibility (I1C) constraints (ICT)-(IC? ) ensure that each recommendation
induces a customer’s interim expectation that is consistent with the purchase decision intended
by the platform. In other words, the IC constraints establish the credibility of the platform’s
recommendations. Specifically, upon a positive (resp., negative) recommendation m; = 1 (resp.,
m; = —1), customer ¢ will form her interim expectation to be above v** (resp. below v*) and
subsequently make the purchase (resp., not make the purchase) regardless of her private signal
S;. Upon a neutral recommendation m; = 0, customer ¢ will form her interim expectation to be
between v* and v** and subsequently follow her private signal S; to make the purchase decision
(i.e., a; = 5y).

Our next proposition formally establishes that restricting the search for the optimal information

provision policy within the class of recommendation policies is without loss of generality.

PROPOSITION 2 (Sufficiency of recommendation policy). For any information provision
policy, there exists a recommendation policy that induces the same purchase decisions from all

customers and the same expected revenue for the platform.

Proposition 2 drastically reduces the dimension of the message space in the platform’s informa-
tion provision policy. In spirit, this result is akin to the Revelation Principle in classical mechanism
design problems, which allows the principal to reduce the dimension of mechanism space to that
of the agent’s private information. In fact, the sufficiency of recommendation policies is known for
static Bayesian persuasion games (Kamenica and Gentzkow 2011), whereby one can establish the
payoff equivalence of recommendation policies through an argument similar to the Revelation Prin-

ciple. In our dynamic setting, we have to additionally show that the reduction to recommendation
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policies does not diminish the richness of information that the platform can potentially learn from
customers’ purchase decisions; see the proof of Proposition 2 in Appendix B.

It is worth pointing out that the particular specification of the message space as M ={1,0,—1}
is only for symbolic purpose and notational convenience. Such a recommendation policy can be
implemented in practice by using messages in natural language and defining upfront the rule to
generate these messages. For instance, message 1 can be framed as encouraging words such as “must
buy”; message 0 can be framed as a modest suggestion such as “worth a try”; and message —1
can simply be silence.'! Furthermore, the platform may leverage the time of providing a message
as part of the message itself: verbally or visually identical messages that are provided to different
customers may be interpreted as different recommendations. Namely, IC constraints (IC7)-(IC7 )
entail different regulations on the recommendation policy for different customers.

Our next step toward obtaining the equivalent formulation for the platform’s problem is to
identify an efficient representation of platform’s proprietary history, which is a complex object with

increasing dimension as the campaign progresses. The following proposition achieves this goal.

PROPOSITION 3 (Sufficiency of net purchase position). The platform’s expectation of the
product value V' conditional on its proprietary history H, generated by its recommendation policy
o is
Vo

v+ (1= o) (SN

where the platform’s net purchase position up to customer t is defined as'?

E[V | H,, 0] =

(6)

N(Ht):: Z as(l_’msne{_(t_l)?'”707'”7t_1}' (7)

(ms »as)GHt

The significance of Proposition 3 lies in showing that the payoff-relevant information embed-
ded in the platform’s proprietary history is succinctly captured by a single-dimensional summary
statistic of that history; that is, the net purchase position N(H;) as defined in Equation (7). Net
purchase position computes the difference between the cumulative numbers of purchases and non-
purchases made by customers who have thus far been offered a neutral recommendation. Note

that, the net purchase position N(H;) is bounded by — (¢ —1) and ¢ — 1. Recall that the platform’s

1 'We remark that the firm may need to make negative recommendations (i.e., m; = —1), which lead to no purchase
for sure, so as to keep its positive and neutral recommendations credible. Imagine a firm that only makes positive rec-
ommendations regardless of its proprietary history. Then the positive recommendation from such a firm is completely
uninformative to the customers, who in turn will not necessarily follow it (i.e., (IC7) is violated). Rather, if the firm
makes negative recommendations for some realizations of its proprietary history, then a positive recommendation
can carry useful information to persuade the customers to make purchase (i.e., (IC7) is satisfied). We note that the
practical implementation of the negative recommendation does not need to take the form of demoting a product and
can simply be not promoting a product, as will be illustrated at the end of Section 5.

12'We adopt the convention that empty summation equals 0.
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recommendations are incentive compatible: upon an affirmative recommendation (positive or neg-
ative), the customer finds it optimal to follow the recommendation and makes a purchase decision
by dismissing her private signal. Only upon a neutral recommendation, the customer makes a pur-
chase decision according to her private signal. In other words, the customer’s purchase decision
following an affirmative recommendation provides no new information for the platform to update
its belief about the product value V. In contrast, the customer’s purchase decision following a neu-
tral recommendation reveals the customer’s private signal, which the platform can use to revise
its proprietary belief about the value of the product. In particular, customer t's purchase a; = 1
(resp., no purchase a;, = —1) following a neutral recommendation m, =0 must imply that she has
an optimistic assessment S; =1 (resp., a pessimistic assessment S; = —1) about V, and hence the
platform’s expectation E [V | H;, o] increases (resp., decreases). Thus, the platform’s expectation
given in Equation (6) increases in the net purchase position.

Proposition 3 also reveals two observations. First, the platform faces the following tradeoff: A
neutral recommendation enables the platform to learn about the product value V' by letting the
customer’s purchase decision reveal her private signal .S;. In contrast, an affirmative recommenda-
tion prevents the platform from learning about the product value V from the customer’s purchase
decision, as it persuades the customer into a definitive purchase decision (i.e., purchase or no pur-
chase) regardless of her private signal S;. In other words, a neutral recommendation carries both
informational and fiscal value for the platform, whereas an affirmative recommendation has only
fiscal value but no informational value. Second, net purchase position essentially acts to classify
the platform’s proprietary histories according to the expectation they induce. That is, any two
proprietary histories H, and Hj,, possibly of different length or even generated by different recom-
mendation policies (say o and ¢’), would induce the same expectation as long as they yield the
same net purchase positions, i.e., E[V | H;,0| =E[V | H,,0'], if N(H;) = N(H],). Therefore, the
payoff-relevant information embedded in H; is completely summarized in N(H;). For notational
simplicity, we denote the platform’s conditional expectation characterized by Equation (6) as

Yo
vo + (1 —vo) (54"

v :=E[V|N(H,)=n,0]= for any integer n. (8)

4.2. Equivalent reformulation of the platform’s problem

Proposition 2 allows the platform to search for its optimal information provision policy within
the class of recommendation policies, and Proposition 3 allows us to represent the platform’s
proprietary history in terms of net purchase positions. Using these two results, we can now represent
a recommendation policy o for each customer ¢ as a mapping, denoted as r;, from the integer space

representing the set of net purchase positions n to a three-dimensional simplex representing the
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set of distributions over the recommendation messages M = {1,0,—1}. That is, for n = —(T —

1),...,0,...,T—17 andt=1,---,T,

r(n) = (r{(n),r{(n),r;"(n)) €RY with > ri(n)=1, (R)

i€{1,0,—1}
where ri(n) =P [m;=1i| N(H;) =n| is the probability that the platform offers recommendation
1€{1,0,—1} to customer ¢, given a net purchase position n.
While the platform observes its net purchase position, an arriving customer cannot. Nonetheless,
given the recommendation policy r:={r,:¢=1,--- ,T} committed by the platform, each customer
t can form a belief (i.e., a probability distribution) about the net purchase position, which we

characterize in the following proposition.

PROPOSITION 4 (Customer’s belief of net purchase position). Given a recommendation
policy r, let z;(n) :=P[N(H;) =n|r] represent customer t’s belief that the platform’s net purchase

position is n. Then, this belief can be obtained recursively by

z(n) = (ri 1 (n) + 1.5 (n)) 2-1(n) + up_ari (0= Dza (n— 1)

+(1=tp)r) ;(n+ 1)z 1(n+1), fort=2,---.T, withz(n)=1[n=0], (N)

for all n =—(T —1),...,0,....,7 — 1, where z(T) = 2(-T) =0 for t =1,---,T and u, =
P[S;=1|N(H;)=n]=quv,+ (1 —q)(1 —v,).

Given a recommendation policy 7, Equation (N) shows how customer t’s belief about the plat-
form’s net purchase position, z:={z;:t=1,---,T}, evolves recursively. Note that the platform
arrives at the net purchase position n from three possible net purchase positions faced by the
previous customer ¢ — 1 (corresponding to the three terms in Equation (N)). First, the current
net purchase position can remain the same as the previous one at n, if the platform provided an
affirmative recommendation (positive or negative) to customer ¢ — 1 (because the net purchase
position only accounts for purchase decisions made upon the neutral recommendation). For cus-
tomer t — 1, the net purchase position was n with probability z;_;(n), and the platform provided an
affirmative recommendation with probability 7} ,(n) 4+, (n), leading to the first term in Equa-
tion (N). Second, the current net purchase position can increase to n from the previous one at
n — 1, if the platform offered a neutral recommendation to customer ¢t — 1 and the customer made
a purchase. For customer ¢ — 1, the net purchase position was n — 1 with probability z;_;(n —1),
the platform provided a neutral recommendation with probability ) ,(n — 1), and the customer
made a purchase (i.e., received an optimistic signal S;_; =1) with probability w,_1, leading to the

second term in Equation (N). The third term can be interpreted in a similar way. In essence, the
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platform’s net purchase position evolves according to a (non-homogeneous) random walk, whose
transition probability is regulated by the platform’s recommendation policy: an affirmative recom-
mendation keeps the net purchase position unchanged, whereas a neutral recommendation splits it
by one position above and below and hence disperses the customer’s belief about the net purchase
position.

Given the platform’s expectation of the product’s value in Proposition 3 and the customer’s belief
about the net purchase position in Proposition 4, customer ¢t makes an inference about the product’s
value V from the platform’s recommendation according to the Bayes rule. For example, upon
receiving a positive recommendation m; = 1, customer ¢ knows that the platform is at net purchase

position n with probability z;(n) and position n is pooled into message m; =1 with probability

don unzt(n)7t (n) _Thus
)

r}(n). Subsequently, she forms her interim expectation as E[V |m;,=1,7] = B ()

IC constraint (IC7) on page 12 can be equivalently expressed as
Y (Wa=v")z(n)ri(n) > 0. (ICY)
By the same token, we can rewrite IC constraint (IC{) as

> (wa—v)z(n)rf(n) <0, and > (v, —v")z(n)rf(n) >0, (ICD)

n

and (IC7,) as

Z(vn —v*)z(n)r; H(n) <0. (Ic7,)

The IC constraints (IC7)-(IC" ;) ensure that each customer find it optimal to follow the platform’s
recommendations to make their purchase decisions. In particular, customer ¢ makes a purchase
either upon receiving a positive recommendation, which occurs with probability Yz (n)r;(n), or
upon receiving a neutral recommendation and an optimistic private signal S; = 1, which occurs
with probability >z (n)u,r{(n). Therefore, the platform’s expected revenue from customer ¢ can

be expressed as

pE[L[a, =1]|7] pZzt n) +u,ry(n)],

Taken altogether, we now obtain an equlvalent reformulation of the platform’s problem in Equa-

tion (3) as follows:
* = max pZZzt n) + u,ry (n)] 9)
subject to (R), (N ), (ICT), (ICy), and (IC",),

whose solution is denoted as r* and z*.
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4.3. Solution to the platform’s problem

The platform’s problem in formulation (9) is not analytically solvable primarily due to the interac-
tion of z;(+) in Equation (N) with each customer’s incentive compatibility constraints (IC])-(IC" ).
Nonetheless, we are able to transform formulation (9) into a linear program and solve it efficiently,

as shown by the proposition below.

PROPOSITION 5 (Optimal information provision policy). The optimal solution to formu-
lation (9) is given by
* _ % ik _ yz*(n) . . *
2 (n) = § y;"(n), r(n)= 2 (n) forie{1,0,-1} if zf(n) >0, (10)
t

i€{1,0,—1}

and rf(n) being any vector satisfying Equation (R) if zf(n) =0, where y* is the solution to the

following linear program

e =max pS 3 )+ und() (1)
)

(s Y
T-1 T-1
subject to Y (va— vy (n) 20, > (v, —v )y, (n) <0,
n=—(T-1) n=—(T-1)
T—1 T—1
Z (vn - v**)y?(n) <0, Z (vn - v*>y?(n) >0, fort=1,---,T;
n=—(T-1) n=—(T-1)
Y v =y () +yti(n) +weay) (0= 1)+ (1= )yl (n+1)
i€{1,0,—1}
with yp_y (=T) =y} ,(T) =0 and {1203 1}yi(”) =1[n=0],
1€11,0,—

fort=2,--- T, andn=—(T-1),---, T —1.

To arrive at the LP formulation (11), we observe that the decision variables r(n) and z;(n) enter
the objective and constraints of formulation (9) together as r{(n)z;(n), which basically represents
the joint probability that customer ¢ faces net purchase position n and is recommended message
i € {1,0,—1}. Therefore, substituting r{(n)z;(n) with y;(n) yields formulation (11). In particular,
the first constraint in formulation (11) corresponds to Equation (N), and the remaining four con-
straints correspond to (IC})-(IC",). Thus, the optimal recommendation policy * and the induced
customer’s belief about the net purchase position z* can be recovered from the optimal solution y*
of formulation (11) according to Equation (10). In particular, if it is impossible for customer ¢ to
face net purchase position n (i.e., z;(n) =0), then any recommendation policy satisfying Equation
(R) is optimal. As a result, Proposition 5 helps further reduce the number of decision variables
to 3T x (2T — 1) in formulation (11), as opposed to having 47 x (2T — 1) decision variables in
formulation (9). More importantly, the problem formulation (11) can be efficiently solved by using

existing LP algorithms.
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Figure 4 Illustration of platform’s optimal recommendation policy r* as heat maps (for

T=100,qg=.7,p=.7,v0 = .55 hence with v* =.5, v™* = .8448 and vy € [v*,v"")). The area shaded in gray
corresponds to z{(n) =0, and the non-shaded area corresponds to z; (n) > 0. For each subfigure, the gradient of

the color at location (t,n) represents the magnitude of the corresponding ri*(n) € [0,1].

We illustrate the platform’s optimal recommendation policy r* for a specific example with param-
eters given in Figure 4. Take customer t =40 for instance. The net purchase position is bounded
between —39 and 39 according to Equation (7). If the net purchase position turns out to be n = —20,
then the optimal policy provides to that customer the positive recommendation with probability
ris(—20) = .26, the neutral recommendation with probability 795(—20) = .36, and the negative rec-
ommendation with probability r;,*(—20) = .38. Figure 4 represents the magnitude of the three
probabilities 7*(n) € [0,1] (for i € {1,0,—1}) as the color gradient of three heat maps, with darker
color corresponding to higher probabilities, for each customer ¢ (the horizontal coordinate) and
for each possible net purchase position n faced by that customer (the vertical coordinate). The
triangular area shaded in gray corresponds to the net purchase positions that are not reachable
by the platform (i.e., z;(n) =0). As shown by Figure 4, the platform’s optimal policy involves

significant level of randomization among the three recommendations {1,0,—1} at majority of the
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net purchase positions for each customer. As such, the platform’s optimal policy does not per-
mit a simple analytical characterization and hence can be challenging to prescribe, interpret, and
implement in practice.

Nonetheless, the optimal policy demonstrated in Figure 4 appears to rely more on neutral rec-
ommendations for earlier customers (as shown by the darker color at majority of the reachable net
purchase positions for smaller ¢ in Figure 4(b)). For later customers, on the other hand, the optimal
policy appears to rely more on affirmative recommendations with positive recommendations pro-
vided at higher net purchase positions (as shown by the darker color at majority of the reachable
net purchase positions with higher n for larger ¢ in Figure 4(a)) and negative recommendations
at lower net purchase positions (as shown by the darker color at majority of the reachable net
purchase positions with lower n for larger ¢ in Figure 4(c)).

Motivated by the observations above, we ask the question: Is it possible to identify a heuristic
policy that involves minimal level of randomization for the ease of implementation while still
capturing the global pattern of the optimal policy to ensure close-to-optimal revenue performance?

Next section answers this question.

5. NA-Partition Policy
In this section, we propose and study a class of recommendation policies, which we refer to as
NA-partition policies. This policy partitions customers according to their order of arrival into two
groups: neutral customers and affirmative customers, hence the name NA-partition. Each neu-
tral customer is provided with only the neutral recommendation regardless of the platform’s net
purchase position, whereas each affirmative customer is provided with only an affirmative recom-
mendation, which can be randomized between the positive or negative recommendation depending
on the platform’s net purchase position. Following the notation in Equation (R), an NA-partition
policy r sets either r?(n) =1 for all n (i.e., customer ¢ is partitioned as a neutral customer) or
ri(n)+r; (n)=1—-7r%n)=1 for all n (i.e., customer ¢ is partitioned as an affirmative customer),
where 7} (n) and 7, '(n), the probabilities for an affirmative customer t to receive a positive and
negative recommendation, respectively, can still depend on n. That is, r?(-) takes values 1 or 0,
and is only a function of a customer’s order of arrival £ but not of the net purchase position
n. For this reason, we denote r{(-) as r) for an NA-partition policy r. Clearly, the class of NA-
partition policies is a subset of the general recommendation policies, which allow the platform
to fully randomize among all three types of recommendation at any net purchase position (i.e.,
ri(n)+7r2(n)+7;(n) =1 for all n).

The goal of the remaining section is to identify the optimal policy within the class of NA-partition

policies. We recall that the main analytical complication of the platform’s problem formulation (9)
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stems from the interaction between the belief evolution in Equation (N) and the IC constraints
(ICT)-(IC" ) imposed for each customer. Since Equation (N) depends on a recommendation policy
only through r%(n) (because 7}(n) +r;'(n) =1—1r%(n)), an NA-partition policy in effect breaks
such interaction by making r¥(n) independent of n. As a result, under an NA-partition policy,
we can derive the customer’s belief about the net purchase position in closed form, as shown
by Proposition 6 below; and hence, the revenue maximization problems for individual customers
become separable, as characterized by Propositions 7 and 8. This separation reduces the platform’s
problem of optimizing the NA-partition policy to one that simply optimizes when and how many
neutral and affirmative customers to partition, as characterized in Proposition 9.3

As outlined above, our first step of analysis is to characterize the customer’s belief about the
net purchase position, z(-), by specializing the recommendation policy r in Equation (N) to an

NA-partition policy.

PROPOSITION 6 (Customer’s belief of net purchase position under NA-partition policy).
Under an NA-partition policy r, customer t believes that the net purchase position is N(H;) =n
with probability z,(n) = ((£;,n), where €] :=3__,r is the total number of neutral customers the
platform has partitioned before customer t and

S ST+n s—n S n s—n
C(s,n)= <S+n> [qu%(l —q) 2 +(1—v)(1— q)%qT 1[|n|<s and n=s (mod2)]. (12)
T2

Proposition 6 shows that each customer’s belief about the net purchase position depends on the
platform’s NA-partition policy r only through a single parameter ¢}, the total number of neutral
customers partitioned before customer t. By definition, the net purchase position n customer ¢
is facing is the difference between the number of purchases and non-purchases made by neutral
customers arriving before her. Thus, the total numbers of purchases and non-purchases before

@ 42_ “ respectively. Conditional on the product value V =1 (resp., V =0), a

customer t are and
neutral customer makes the purchase if she receives an optimistic signal S; = 1, which occurs with
probability ¢ (resp., 1 —¢). Subsequently, the number of purchases made by ¢; neutral customers
follows a mixture of two binomial distributions Bin(¢},¢) and Bin(¢},1 — ¢) with weights vy =
P[V =1] and 1 — v, =P[V = 0], respectively, resulting in Equation (12). As more neutral customers
are partitioned (i.e., larger ¢}), both binomial distributions becomes more dispersed, so does the
customers’ belief about the net purchase position (see Figure D.1 in Appendix D for an illustration).

Given a customer’s belief in Proposition 6, we can examine the incentive compatibility and

the platform’s corresponding revenue of partitioning the customer as a neutral customer or as an

affirmative customer separately. We first study the case of a neutral customer.

13In this section, we again focus on the parametric range such that vy € [v*,v**) to rule out the trivial cases. For
vo > v** (resp., vo < v"), the optimal policy characterized in Corollary 1 can be trivially implemented through the
NA-partition policy that provides the positive (resp., negative) recommendation to all customers, i.e., r*(n) =1
(resp., r; "*(n) =1) for all t and n.
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ProrosITION 7 (Neutral customer). It is incentive compatible to partition any customer as

a neutral customer, from whom the platform earns an expected revenue of puyg.

If the platform partitions a customer as a neutral customer (i.e., pools all net purchase positions
uniquely to the neutral recommendation), that customer cannot make any additional inference
about the platform’s net purchase position and hence nor about the product value V' beyond the
prior expectation, i.e., E[E[V | N(H;)]] = vo. Since v, € [v*,v**), (IC[) is satisfied. Based on the
prior expectation vy, a neutral customer purchases the product with probability uy = quvy + (1 —
q)(1 —vy), which thus generates an expected revenue of pug for the platform. Notably, while it is
always incentive compatible to partition all customers as neutral customers (and hence generate
a revenue of puyT), it may not be optimal to do so as the platform can potentially increase the
revenue by partitioning some customers as affirmative customers.

We now turn to the case of an affirmative customer, for whom the platform can randomize
between the positive and negative recommendations m; € {1, —1}. In this case, the platform cannot
simply pool all net purchase positions to a positive or negative recommendation as that would
induce the customer to form expectation vy € [v*,v**) about the product value V, violating the
relevant IC constraints (IC]) and (IC" ;). Rather, the platform needs to pool sufficiently high (resp.,
low) net purchase positions into the positive (resp., negative) recommendation so as to induce a
posterior expectation above v** (resp., below v*). This prompts us to consider an NA-partition
policy that makes the positive (resp., negative) recommendation for all the net purchase positions
above (resp., below) a certain threshold n. We refer to such policy as threshold affirmative policy
(n,x) and formally define it as

1, for m > n,
ry(m)=<{ z, form=n, and r;'(m)=1-r/(m), (13)
0, for n <n,
where z € [0, 1] (resp., 1 — ) represents the probability of providing the positive (resp., negative)
recommendation at position n. In fact, we show that it suffices to consider threshold affirmative
policies for an affirmative customer (see Lemma C.2 in Appendix C).
Under threshold affirmative policy (n,x) specified in Equation (13) and the customer’s belief

characterized in Proposition 6, IC constraints (IC]) and (IC” ;) can be rewritten as

(Un ¢y, mn) x+z U, —0)C(4;,m) >0, and
m>n
(v, — ") (4, m)(1 —x) + Z C(€;,m) <0, respetively.
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In particular, threshold affirmative policies (n**(¢}),z**(¢})) and (n*(¢}),x*(¢;)) bind (IC]) and
(IC",), respectively, where

n>—s, z€[0,1

(n**(s),x™(s)) := argmin ]{n: (v, —v™) ((s,n)x + Z (s,m)= 0}, and  (14)

(n*(s),z*(s)) := argmax]{n:(v v*)((s,n)(1—x +Z (s,m)= 0}. (15)

n<s, z€[0,1

Here, multiple threshold affirmative policies may bind (IC7) and (IC" ;). For instance, the threshold
affirmative policy (n,1) represents the same policy as the threshold affirmative policy (n — 1,0)
according to Equation (13). As a convention, we set the threshold affirmative policy (n**(s),z**(s))
as the one with the lowest threshold and (n*(s),z*(s)) as the one with the highest threshold.
Indeed, as shown by the following proposition, the threshold affirmative policies given by Equations
(14) and (15) are well-defined, unique,'* and play a critical role in determining the incentive

compatibility and the optimal expected revenue of partitioning an affirmative customer.

PROPOSITION 8 (Affirmative customer). Under an NA-partition policy r, it is incentive
compatible to partition customer t as an affirmative customer if and only if £ > T° =
min {s > 0:n*(s) >n**(s), or n*(s) =n**(s) with x**(s) > x*(s)}. If customer t is partitioned as
an affirmative customer, the threshold affirmative policy (n**(€}),x**(¢})) is optimal and generates

an ezpected revenue of pF(¢}) for the platform, where

F(s):=x"(s)((s,n™* Z C(s,n) (16)

n>n**(s)

18 a mon-decreasing function in s.

We note that partitioning the first customer as an affirmative customer may violate (IC]) and
(IC" ), because the first customer’s expectation of the product value V' is given by the prior
expectation vy € [v*,v**). Thus, the platform may need to accrue sufficient evidence about the
product value by partitioning enough neutral customers before it can persuade upcoming customers
into sure purchase or sure no-purchase through affirmative recommendations. Indeed, the first part
of Proposition 8 shows that it is incentive compatible for the platform to do so, if and only if the
total number of neutral customers partitioned thus far, ¢;, is sufficiently large so that n*(¢}) >
n**(¢7) with the additional requirement z*(¢;) < 2**(¢;) when the equality holds. This condition
essentially ensures that threshold affirmative policy (n**(¢]),z**(¢})) satisfies (IC" ). To see this,
we note that to relax the binding (IC" ), one needs to use a threshold affirmative policy (n,z) with

M For s =0 and vo = v*, Equation (14) still generates a unique solution with n**(0) =0 and z** = 0, whereas Equation
(15) generates a unique n*(0) =0 but has multiple values of z*(0) as the solution, in which case we choose z*(0) = 0.
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the threshold n lower than n*(¢}) or a probability of making positive recommendation = higher than
x*(¢}) (equivalently, a probability of making negative recommendation 1 —x lower than 1 —x*(¢}))
if the threshold n =n*(¢}). Similarly, threshold affirmative policy (n*(¢}),z*(¢})) satisfies (IC]). In
fact, we find the minimum number of neutral customers required (i.e., 7°) to be no larger than
three. Hence, only a small number of neutral customers are needed before partitioning affirmative
customers.

Furthermore, Proposition 8 demonstrates that the optimal way to provide affirmative recommen-
dations to an affirmative customer is given by the threshold affirmative policy (n**(¢}),z**(¢})).
This is because this policy binds (IC]) and hence maximizes the probability for that affirmative
customer to receive the positive recommendation (and subsequently make the purchase). This
argument establishes myopic optimality of this policy, i.e., the expected revenue earned from that
particular affirmative customer is optimized. Nevertheless, how the platform provides affirmative
recommendations to an affirmative customer does not affect the distribution of the net purchase
position (see Proposition 6) and hence has no effect on the platform’s revenue maximization from
any other affirmative customers. (According to Proposition 7, the expected revenue earned from
any neutral customer is fixed and hence is not affected either.) Therefore, this policy is also globally
optimal when the platform aims to optimize the entire NA-partition policy for the entire campaign.

Most significantly, Proposition 8 shows that (i) once it becomes incentive compatible to partition
an affirmative customer, it remains incentive compatible to do so for the rest of the campaign;
and that (ii) more neutral customers partitioned prior to an affirmative customer increase the
platform’s optimal expected revenue earned from that affirmative customer. Intuitively, as more
neutral customers are partitioned, the platform collects more information about the product’s
value, which only strengthens its capability of making more credible affirmative recommendations,
i.e., the IC constraints become easier to satisfy. Mathematically, larger ¢ disperses the customers’
belief about the platform’s net purchase position; it can be shown that an incentive compatible
affirmative recommendation policy for a customer facing less dispersed distribution of the net
purchase position can always be “replicated” (i.e., generate the same inference about product
value V' and the same expected revenue) for a customer facing more dispersed distribution of the
net purchase position. As such, partitioning more neutral customers early in the campaign helps
improve the platform’s expected revenue extracted from a subsequent affirmative customer.

The above monotonicity property of the revenue extracted from an affirmative customer implies
that the platform will be better off by partitioning the customers arriving earlier in the campaign
as neutral customers and relegating all affirmative customers afterwards, resulting in the following

characterization of the overall optimal NA-partition policy.
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PROPOSITION 9 (Optimal NA-partition policy). Suppose T > 7° — 1.' Then the optimal
NA-partition policy partitions the first t* customers as neutral customers (i.e., r>*(n) =1 for all
n and t <t*) and partitions all remaining customers as affirmative customers, where t* is the
solution to

N i=p max wugt+ F(t)(T —1t). (17)

te[ro—1,T]
The optimal NA-partition policy uses the same threshold affirmative policy (n** (t*),z**(t*)) for all
T —t* affirmative customers. Under the optimal NA-partition policy, the platform’s total expected

revenue is A,

The optimal NA-partition policy characterized by Proposition 9 is simple to implement and
entails minimal randomization: the platform partitions all customers arriving up to a cut-off cus-
tomer t* as neutral customers irrespective of the net purchase positions they are facing (i.e., front-
loads the neutral recommendation), and partitions all customers arriving afterwards as affirmative
customers (i.e., front-loads the affirmative recommendation). For all the affirmative customers, the
platform applies the same threshold affirmative policy (n** (t*),z**(¢*)), which is the one optimized
myopically for the (¢* 4 1)st affirmative customer. Therefore, the optimal NA-partition policy can
be fully prescribed by only three parameters t*, n** (¢*) and x**(¢*). This is a significant reduc-
tion in the computational complexity compared to the LP formulation of the platform’s original

problem obtained in Proposition 5, which is in the magnitude of 37" x (27 —1).

1 A
aNA |
F(t)
2 : pluot + F(t)(T —t
. f | {uo (t)( )}
05— 7! 0% 7!
neutral affirmative neutral affirmative
(a) F(t). (b) p{uot + F(t)(T —t)}.

Figure 5 Determination of the optimal number of neutral customers t* (for T'=100,¢=.7,p=.7,v0 = .55

hence with v* =.5, v™* =.8448 and v € [v*,v™™)).

Front-loading more neutral customers increases the platform’s expected revenue earned from
each affirmative customer (by Proposition 8), but reduces the number of affirmative customers that
5 If T < 7° — 1, the only incentive compatible NA-partition policy is to partition all T customers as neutral customers.

However, as discussed earlier, 7° is below three, whereas T is typically much larger in practice. Thus, this case is less
relevant.
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the platform can back-load due to the limited campaign length. The optimal number of neutral
customers t* characterized by Equation (17) strikes the platform’s trade-off between these two
effects, as illustrated by Figure 5(b). In fact, as shown in Figure 5(a), the platform should keep
partitioning customer ¢ as a neutral customer till F'(t) > ug, only after which the optimal expected

revenue earned from an affirmative customer becomes higher than that from a neutral customer.

Implementation of optimal NA-partition policy (Best-seller mechanism): There are
many approaches to implement the optimal NA-partition policy in practice. One easy implemen-
tation is what we refer to as the best-seller mechanism, and it works as follows:

To the first ¢* customers, the platform keeps silent or provides less informative messages. For
the remaining 7" — t* customers, the platform only promotes the product (“best-seller”) if the
cumulative purchases made by the first t* customers exceed n** (t*) /2; otherwise, keeps doing the
same as for the first t* customers for the remaining 1" — t* customers of the campaign.

In the best-seller mechanism, we leverage the customers’ order of arrival to differentiate the
meaning of messages before and after the cut-off customer ¢*: the silence or messages before the cut-
off t* should be interpreted as the neutral recommendation as it applies regardless of the platform’s
net purchase position, whereas those after the cut-off t* should be interpreted as the negative
recommendation as it applies only when the cumulative purchases made by the first t* customers
fail to exceed n**(t*) /2. In fact, the best-seller mechanism resembles the strategy adopted by
Groupon’s “Deals of the Day” described in the Introduction (see Figure 1). To illustrate, Figure
D.5 in Appendix D records the information provided over the course of the selling campaigns for

15 products on Groupon’s “Deals of the Day.”

6. Performance of NA-Partition Policy and Value of Information
Design

In this section, we conduct a comprehensive numerical study to (i) evaluate the revenue performance
of the optimal NA-partition policy, (ii) quantify its value against naive policies commonly used in
practice, and (iii) examine how key campaign parameters affect the optimal NA-partition policy.
Our analysis leverages and complements the theoretical development of the last two sections. We

also provide insights into how an online platform can effectively manage its information flow.

6.1. Performance of optimal NA-partition policy

In Proposition 5, we have shown the platform’s optimal recommendation policy and expected
revenue (7*) can be efficiently identified through a linear program. However, such an optimal
policy may be difficult to implement in practice. As shown by Proposition 9, this challenge can
be overcome by the optimal NA-partition policy. We now demonstrate that the revenue under the

optimal NA-partition policy (7~*) is close to the optimal revenue 7*. Specifically, fixing a campaign
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length 7" € {50, 100,500}, we compute the optimality gap between the optimal NA-partition policy
and the optimal policy, measured by the ratio (7* — 7#N4) /7*, by varying the price p from 0.1 to
0.9, the prior expectation vy from 0.05 to 0.95, and the precision of the customer’s private signal
g from 0.55 to 0.95, all with 0.1 increment (see Tables D.1 and D.2 in Appendix D for details).
Thus, the total number of instances for each given T is 9 x 10 x 5 =450, out of which 182 instances
satisfy vy € [v*,v**).' As shown by Table 1, the optimal NA-partition policy is able to garner on
average 95% of the optimal revenue and more than 90% of the optimal revenue for the majority of
instances. In the worst case, at least 75% of the optimal revenue can be captured by the optimal

NA-partition policy.

Table 1 Summary statistics of the optimality gap between optimal NA-partition policy and optimal
recommendation policy (7* — 7™*)/7* across 182 instances of (p,q,vo) such that v € [v*,v**) for

T € {50,100, 500}.

T =50 T =100 T =500
Average 5.12% 4.66% 4.11%
Standard deviation 4.45% 4.51% 4.67%
Minimum 0 0 0
Maximum 24.49% 24.85% 25.13%
>10% 25 22 21
Number of instances with gap > 15% 9 8 8
>20% 3 3 2

6.2. Value of information design

Two naive information policies widely used in practice are the no-disclosure (as in the case of
Amazon) and full-disclosure (as in the case of Woot) policies. They represent two extreme modes
of information provision. Here we quantify how much additional revenue the platform earns under
the optimal NA-partition policy identified in Proposition 9. To do so, we first characterize the
platform’s revenue under the two benchmark policies.

Under the no-disclosure policy, the platform withholds any information about its proprietary
history from upcoming customers, who thus make their purchase decisions purely based on the
prior expectation vy € [v*,v**). By Proposition 1, therefore, all customers simply follow their private
signals to make their purchase decisions, resulting in an expected revenue equal to that under an
NA-partition policy that partitions all customers as a neutral customer (see Proposition 7). Thus,

the platform’s expected revenue under the no-disclosure policy is 7N° := puoT.

16 For parameters such that vo & [v*,v**), there is no optimality gap, i.e., 70" =7*.
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In contrast, the full-disclosure policy equalizes the information between the platform and cus-
tomers, a setting explored by Bikhchandani et al. (1992). In this case, each customer observes the
platform’s net purchase position and bases her purchase decision on the belief identified in Propo-
sition 3. Once a customer’s posterior expectation exceeds v** (resp., falls below v*), positive (resp.,
negative) information cascade occurs: all the subsequent customers will make the purchase (resp.,
not make the purchase) irrespective of their private signals, and hence their purchase decisions will
generate no new information about the product value. Prior to the information cascade, customers
make their purchase decision according to their private signals. Proposition C.1 in Appendix C

D

fully characterizes the platform’s expected revenue 7P under the full-disclosure policy. Notably

7¥Pas a function of two main product characteristics, prior expectation v, and price p, is dis-
continuous at vy = p, as the occurrence of information cascade follows different patterns for vy > p
versus for vy < p.!” The former (resp., latter) case represents a product with a promising prospect
and a reasonable price (resp., a less promising and pricier product) that a customer would purchase

(resp., not purchase) purely based on the publicly available information about the product without

referring to her private signal nor the platform’s message.

p <1y P> Vo <P Vo> P
100 ‘ 100 —
80 |- ‘ a 80 |- i -
60 |- a 60 |- i -
40 A 40 i a
20 . 20 |- i -
0 0 013 014 0i5 016 017
Vo
(a) vo = 0.55. (b) p=0.5.
~FRW) (%)

Figure 6 Relative revenue performance of optimal NA-partition policy 7™™* against no-disclosure policy 7"° and

full-disclosure policy 7 (for ¢ =.7 and 7' =100), plotted for the range of v, € [v*,v™").

17 As shown by (C.33) and (C.34) in Appendix C, for vo > p, the positive (resp., negative) cascade can occur after odd
(resp., even) number of customers starting from the second (resp., third) customer, whereas for vy < p the positive
(resp., negative) cascade can occur after even (resp., odd) number of customers starting from the third (resp., second)
customer.
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To demonstrate the value of information design, we now benchmark the revenue under the opti-
mal NA-partition policy, 74, characterized in Proposition 9 against those of the no-disclosure and
full-disclosure policies.'® The measurements we adopt are the percentage increase of 74 relative
to the revenue under the benchmark policies, namely (7N — 7NP) /NP and (7N4 — 7FP) /7FD. In
Figure 6, we compute and plot these two ratios by varying the price p and the prior expectation
vy respectively while fixing all the other parameters.

As can be seen from Figure 6, the optimal NA-partition policy always outperforms the two naive
policies and can increase the revenue under those two policies significantly (from 20% to 80% for
most of the parametric instances). Specifically, relative to no disclosure, the optimal NA-partition
policy manifests its value in information provision and this value becomes higher for products with

NA _ 7ND) /7ND is decreasing in p and increasing

lower prices or more promising prospects (i.e., (7
in vy, as shown by Figures 6(a) and 6(b), respectively). Relative to full disclosure, the optimal NA-
partition policy manifests its value in information obfuscation and this value ((7N* — 7FP)/7FD)
demonstrates a discontinuity in the product’s price p or prior prospect vq at p = vy, as can be
seen from Figures 6(a) and 6(b), respectively. Such a discontinuity emerges from the discontinuity
of 7P as pointed out above. Thus, Figure 6 suggests that the optimal NA-partition policy can
bring a higher revenue improvement over the full-disclosure policy for p > vy than for p <wq (i.e.,
(7NA — 7FD) /7FD is higher for p > vy than for p < wy).

Furthermore, by comparing the two benchmark policies, Figure 6 reveals that the full-disclosure
policy generates a higher revenue than the no-disclosure policy for p < vy, as the optimal NA-
partition policy yields a lower revenue improvement over the full-disclosure policy than over the
no-disclosure policy (i.e., (7N — 7NP) /7ND > (7NA — 7FD) /7FD implies that 7FP > 7NP). It is the
other way around for p > vy. In other words, if we regard the set of all information provision policies
as a continuum spectrum ranging from the no-disclosure to full-disclosure policies, then the optimal
NA-partition policy seems to be closer to the full-disclosure policy (resp., the no-disclosure policy)
for products with more (resp., less) promising prospects and/or lower prices (resp., higher prices).

Indeed, as indicated by Figure 7, the number of neutral customers t* partitioned by the optimal
NA-partition policy is in general increasing in p and decreasing in vy:'? by partitioning a larger
number of neutral customers, the platform discloses less of its proprietary information and hence
makes the NA-partition policy closer to the no-disclosure policy. In essence, the optimal NA-
partition policy acts to optimize the occurrence of information cascade to t* (rather than the first

18 As already shown in section 6.1, 7™ is close to *. Thus, similar findings can be obtained if we benchmark the

optimal revenue 7* against the revenue under the no-disclosure and full-disclosure policies; see Figure D.6 in Appendix

. *_ *_
D for computations of *—gp— and "5

191,0cal non-monotonicity in t* is mainly caused by the discreteness in t*.
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Figure 7 Optimal number of neutral customers ¢*, for T =100 and ¢ =.7.

time that the customer’s posterior expectation falls outside of [v*,v**) under the full-disclosure
policy) and maximizes the probability of a positive information cascade to F'(t*).

The practical implication of our observations above is evident. For products with less promis-
ing prospect (e.g., with mediocre existing ratings) or pricier products, platforms should withhold
the sales history for a longer time and accrue more convincing evidence (by letting consumers
make their purchase decisions based on their own private assessment) before making an affirma-
tive recommendation. However, platforms do not need to wait too long to provide affirmative

recommendations for highly rated or heavily discounted products.

6.3. Characteristics of optimal NA-partition policy
Finally, we examine the parametric dependence of the optimal NA-partition policy on the campaign
length T" and the product price p. Since these two parameters can potentially be adjusted by the

platform and the third-party vendor, respectively, their effects are of particular interest.

Effects of campaign length 7. Given price p and prior expectation vy, Figure 8(a) shows that
a longer campaign (i.e., larger T') calls for partitioning a larger number of neutral customers (i.e.,
larger t*). As shown by Figure 8(b), the platform in turn provides the positive recommendation
(and hence induce purchases) with higher probability to the subsequent affirmative customers
(i.e., larger F(t*)). Intuitively, a longer campaign allows the platform to partition more neutral
customers and hence to raise its revenue extracted from each affirmative customer (see Proposition
8), while still having a sufficient number of affirmative customers for revenue extraction.

Perhaps surprisingly, Figure 8(a) indicates that the optimal NA-partition policy only partitions
less than 20% of the customers as neutral customers (i.e., t*/T < 20%). As indicated by Figure

8(b), such a small number of neutral customers can go a long way by significantly boosting F'(¢*)
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Figure 8  Effects of campaign length 7' on optimal NA-partition policy (for ¢ =.7).

and hence the revenue extracted from affirmative customers.? In fact, we recall from Figure 5(a)
that F(t) is increasing in ¢ at a diminishing rate: it rises steeply for the first few neutral customers

and then flattens out subsequently.

Effects of price p. Given all other campaign characteristics (T, ¢q,vo), we now examine how
the product price p affects the platform’s expected revenue under the optimal NA-partition policy.
This question is of particular interest, because the third-party vendor or sometimes the platform
can adjust the price p to maximize their revenues, which are proportional to each other.

We recall that price p determines the threshold value v* and v** through (5). Interestingly, Figure
9 indicates that the revenue-maximizing price should be set at either (i) the lower price limit that
equates v** to vy as illustrated by the instance of (v, ¢) = (.65, .55) or (ii) the upper price limit that
equates v* to vy as illustrated by the instances of (vg,q) = (.45,.85) and (vg,q) = (.55,.7). In the
former case (i.e., vo = v**), all customers make the sure purchase regardless of their private signals,
eliminating the need for any information design/provision (see Corollary 1). In contrast, the need
for information design is significant in the latter case (i.e., vo = v*): as suggested by Figure 7(a),

the corresponding optimal NA-partition policy is nontrivial and calls for the largest number of

20 When g = .7, the purchase probability of a neutral customer (i.e., based on prior expectation o) is uo = 0.4, 0.52 and
0.64 for vo = 0.25,0.55 and 0.85, respectively. As shown by Figure 8(b), the purchase probability (i.e., the probability
of making positive recommendation) of an affirmative customer increases to F'(t*)  0.5,0.7, and 0.95 for these three
values of vg, corresponding to an increase over ug by F(t*)/uo — 1 ~25%, 35% and 48%, respectively.



32 Kiicgiikgiil, (")zer, and Wang: Information Design of Time-Locked Sales Campaigns for Online Platforms

neutral customers (relative to under a non-optimized price).?! Our numerical experiment suggests
that the former case only occurs for a narrow range of parameters, whereas the latter case is much

more prevalent for a wide range of parameters.

60
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Figure 9 Effects of price p on optimal expected revenue 7"* of NA-partition policy (for T'=100), plotted for

*

the range of p such that v, € [v*,v"") with the lower price limit corresponding to vo = v** and the upper price

limit corresponding to vo =v™.

7. Conclusion

In this paper, we study the optimal information design for an online platform who aims to maximize
its revenue from a time-locked sales campaign. Customers sequentially visit the campaign and
they are heterogeneous in that each customer has access to a private signal about the product
value. Both the platform and customers are a priori uncertain about the value of the product,
but the platform gains informational advantage over customers as the campaign progresses: the
platform observes each customer’s purchase decision, which is unobservable to other customers.
To influence an upcoming customer’s inference about the product’s value and subsequently her
purchase decision, the platform designs its information policy that maps its proprietary up-to-date
sales history to a message provided to an upcoming customer.

As a methodological contribution to the emerging dynamic information design literature, we
obtain an LP formulation of the platform’s problem by reducing the space of information policies
to the class of recommendation policies that only necessitate three messages (i.e., positive, neutral,
and negative recommendations) and by simplifying the representation of the platform’s proprietary
history through the notion of net purchase position. This formulation enables us to efficiently solve

21 Such a dichotomy in the information provision policy induced by the optimized price is reminiscent of the similar
observation in the earlier stream of research on information provision initiated by Lewis and Sappington (1994).
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and compute the platform’s optimal information policy, and use it to evaluate other heuristic
policies.

As a contribution to the revenue management practice, we identify a practically implementable
and near-optimal information policy by optimizing over a subclass of recommendation policies,
which we refer to as the NA-partition policies. We fully characterize the optimal NA-partition
policy, which features minimal randomization of messages, follows a simple structure, and hence
is easy to prescribe and interpret. Specifically, the optimal NA-partition policy front-loads the
neutral recommendations up to a pre-specified cut-off customer and then back-loads the affirmative
recommendations by only promoting the products that are sold sufficiently well before the cut-
off customer. We demonstrate numerically that the optimal NA-partition policy can significantly
outperform naive policies commonly used in practice (e.g., the no-disclosure and full-disclosure
policies) and delivers a near-optimal revenue.

Finally, our findings provide prescriptive guidelines for online platforms to manage their informa-
tion communication with customers. Platforms will be significantly better off by switching to the
optimal NA-partition policy from the no-disclosure policy for highly rated or heavily discounted
products, and from the full-disclosure policy for products with mediocre existing ratings or higher
prices. In particular, the optimal NA-partition policy should place the cut-off customer relatively
later in the campaign for the latter product category than for the former product category. In
general, the optimal NA-partition policy requires only a small fraction of customers (who arrive
during the initial segment of the selling horizon) to receive the neutral recommendation.

The general insights and methodology we uncover in this paper are applicable to a wide range
of settings (besides time locked sales campaings), whereby social learning is prevalent and can be
moderated by an information designer. Examples include social media management (e.g., Face-
book, Twitter), crowd-funding web sites (e.g., Indiegogo, Kickstarter), online streaming services
(e.g., YouTube, Netflix). Admittedly, our current model has to be modified to account for institu-
tional features specific to these settings. For instance, users on social media may not have equal
influence power as they differ in how well they are connected with others; on crowd-funding web
sites, project owners can often set and change the reward and its price; customers subscribing an
online streaming service may not be short-lived but rather interact with the platforms in a longer
term. Examining how such features will affect the platform’s information policy (and vice versa)

constitutes interesting and potentially fruitful directions for future research.
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Appendix A: Notation

Notation Definition

T campaign length

1% product value
P product price
g prior expectation about product value V'
o customer t's private signal
q precision of customers’ private signals
ay customer t’s purchase decision
my message provided by the platform, to customer ¢
M set of all possible messages
H, platform’s proprietary history up to customer ¢
H set of all possible proprietary histories
(o, M) information provision policy
N(H,) net purchase position, for a given proprietary history H,
Uy, platform’s expectation of the product value V, for a given net purchase position n
r recommendation policy
ri(n) probability that the platform offers recommendation ¢ to customer ¢, for a given
net purchase position n
z:(+) belief of a customer, about the net purchase position
(1) probability that the platform offers recommendation 7 to customer ¢
A total number of neutral customers platform has partitioned before customer ¢, for

a given recommendation policy r

¢(t,) belief of a customer, arriving after ¢ neutral customers, about the net purchase
position under a NA-partition policy

T minimum number of neutral customers necessary for the platform to be able to
partition affirmative customers

F(¢) probability of sending a positive recommendation, after ¢ neutral customers
optimal positive recommendation threshold

n* optimal negative recommendation threshold

T optimal expected revenue for the platform
aNA expected revenue of the optimal NA-partition policy
aND expected revenue of the no-disclosure policy
wFD expected revenue of the full-disclosure policy

Appendix B: Proofs in Section 4

Proof of Proposition 1.  Since private signals S, are mutually independent conditional on V with

P[S,=1|V =1]=P[S,=—-1|V =0] = q, the Bayes rule thus immediately implies that

E[V|S,=1,m,0]=P[V=1|S,=1,m,,o0]
_ P[S,=1|V=1P[V=1]|m,,o0]
CP[S,=1|V=1]P[V=1|my,o]+P[S,=1|V=0]P[V=0|m,,0]
gP[V =1|m;, 0]

- PlV=1 =E
BV =1 miol+ (1= gB[V =0[mo] = Mool =Bl im0l
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and similarly

EV|S;=-1,m;,0]=P[V=1|85=-1,my,0]
(1—=qP[V=1|my,o0]
= PlV=1 =E|V
(1—q)IP’[V:1|mt,a]—|—q]P’[V:0|mt,o]< [ | e, 0] [V 1m, 0],

where the inequalities follow by 1/2 < ¢ <1.

(A=g)P[V=1]|m¢,o]
1—q)P[V=1| m¢,0]+qP[V=0| m¢,o]

Thus, by (2), a; =1 upon S; = —1 if and only if i > p, which reduces to

]E[V|mt,0'] :]P[V:]. |mt,0'} 2 m:
PV =1|mo]< m =v*. Since it is straightforward to verify (5), the above two conditions thus
lead to (4). B

v**. Similarly, a; = 1 upon S; =1 if and only if E[V | m,, 0] =

LEMMA B.1. For an arbitrary information provision policy (&,M) , define a mapping ¢ : M= M=

{1,0,—1} as follows:
1) ZfIE[V | mtaa—} ZU**a
o(my):=<¢ 0, ifv* <E[V|m,c] <v*™, (B.1)
=1, if E[V | m,, 0] <ov*.

For a platform’s proprietary history H,= {(Ms,a,): s <t} under (&,MV) , denote w(f[t) ={(e(my),a,):s<
t} with slight abuse of notation. Then,

B[V|m.6]=E[V|H.5]. it o) =), (B.2)
Furthermore, platform’s expectation of the product value evolves as follows

E|:V ﬁt75] 5 Zf@(mt):il and ﬁt_i_l:ﬁtu(mt,@(mt)),

q]P’[V:l | I?It,&]
aP[V=1| He,5|+(1-q)P[v=0| H¢,5]

T if p(m,) =0 and ﬁtH =H,U (my,—1).

E {V ‘ ﬁm,&} = s if (i) =0 and Hyyy = H, U (i, 1), (B.3)
(1—q)P[V=1| Hy,5]
(1-q)P[v=1| H;.5]+aP[V=0| H,5

with B[V | 6] =P[V =1|5] = .

Proof of Lemma B.1. By Proposition 1 and definition of ¢ in (B.1), customer ¢, who receives m, with
p(m;) = £1, makes purchase decision a; = ¢(m;) = £1, regardless of S;. Thus, platform does not infer any
new information in addition to the inference made from the previous customers purchase decisions and hence
its expectation of the product value does not alter, establishing the first line in (B.3). Again by Proposition 1
and (B.1), customer ¢, who receives m; where ¢(m,) =0, makes purchase decision a, = S;. Thus, the second

and third lines in (B.3) follow from the Bayes rule:
B V[ 0G0, o) =0,6] =P[V = 1| B0 (0,a@) o) = 0,5]
—P[V=1|H.S5 ~a,5]

P[st:at|vz1]zp>[vz1‘ﬁt,5}

P[S,=a [v=1p[v=1

where P[S, =1|V =1]=P[S,=—-1|V =0] = ¢ by assumption.
We now demonstrate (B.2) by induction. For ¢ =1, since H; =) and E[V | 5] = vo, (B.2) holds. Now
suppose (B.2) holds for t. Let ﬁ;+1,ﬁt’;1 be two platform’s proprietary histories such that gp(f[t’H) =

f{rt,&} +P[St:at|vzom[vzo‘ﬁt,&]’

@(I}Q’H), which implies that ¢(H) = @(H!") and ¢ (i) = ¢(m!). Thus, the induction hypothesis immediately
implies that E {V ‘ flg,&} =E {V ‘ flg’,&} and, further by (B.3), we have (B.2) holds for t+1. H
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Proof of Corollary 1.  We prove by induction the following property for vy & [v*,v**): under any arbitrary
information provision policy o,

E[V|m,o]=E[V | H,, 0] =y, (B.4)

for any m, and H, such that o (m, | H;) >0 and P[H,| o] >0, for all t € {1,--- ,T}.
For t =1, by Bayes rule we have for any m,
ZHIO'(ml |H1)P[V:1|H1,U]P[H1 |O']
>, 0 (ma [ Hi)P[H, | o]
:P[V:1|H17U} :E[V]:’Uo,

E[V |mi,0]=P[V=1|mq,0]=

where the third and fourth equalities follow from the fact that H; = (. Hence, (B.4) holds for ¢t = 1. Now

suppose (B.4) holds for an arbitrary ¢. Again by Bayes rule, we have for any m;,

St O (Megr | Heot) PV =1 Hy 1,0 P [Hyss | 0]
E[V |my,0] =PV =1|my1,0] = Hyya 41 | 1141 t+1 t+1
Doty @ Mgy | Hed) P[Hep | 0]

Notice for each H,;; with P[H,;|0o] > 0, by our induction hypothesis and Proposition 1, that we either

(B.5)

have H,y; = H, U (my,1) or H,.y = H, U (m;,—1) conditional on whether vy > v** or vy < v*, respectively.

Consequently, again by our induction hypothesis and (B.3) of Lemma B.1
PV =1|Hyp1,0]=E[V|Her,0] =E[V | H;, 0] = vo,

for all m, and H, that satisfy o (m, | H,) >0 and P[H, | o] > 0. Hence, (B.5) becomes E [V | m,y,0]| =wvq for
all my1; with P[my41 | o] > 0. Therefore, (B.4) also holds for ¢+ 1.

Utilizing (B.4) and Proposition 1 it is straightforward to see for all ¢ € {1,--- , T}, Pla, =1|0] =1 when
vo > v** and Pla; = 1] 0] =0 when vy < v*. This completes the proof. B

Proof of Proposition 2. For an arbitrary information provision policy (&,MV), we now define a new
information provision policy (o, M) as
> (i

~ A
O’(m ‘ H ) — w(Hy)=Hyg,p(mi)=my (B 6)
e S P [En &} 7 '

@(H,)=H,

for any m, € M and H, = {(m,,a,):m, € M,a, € {-1,1},s <t}.
We then show that the information provision policy (o, M) defined above satisfies (IC?,), (IC{), and
(ICY?), and hence is a recommendation policy. By rule of total probability, we first have

]P’[mt|a]:Za(mt|Ht)]P’[Ht|o]

Hy
~ &(mt
_ p(He)=He,p(me)=my ~
by (B.6) ; SRGEAE = d
w(Ht)=Hy
3 a(mt ﬁt)P[ﬁt 5}: S P4l (B.7)

Hyp(e)=my w(me)=my

Ert) iy [ﬁt

d

P {Ht
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and similarly,

P[mt,V=1|U]:ZJ(mt|Ht)]P>[V:1,Ht|o']
Hy

d

=S otmH){ Y E[v=1|.5|P[L,

o(Hy)=H,;
4

6{| W(ﬁt)=Ht

> (i
by (BG) _ Z P(He)=H¢,p(mi)=my _
Hy Z P {Ht
@(Hy)=Hy
3 3 P{Vzl‘ﬁt,&}&<ﬁlt
He o(Hy)=Hy,p(me)=my
DI [vzl ‘ E,&] 5 (mt

p(mie)=m¢ H,

H,)®[H,

P{V:l‘ﬁt,&}P[ﬁt

d

d

)P [H,

&},

where the fourth equality, utilizing the fact that ¥V € {0,1} is a binary random variable, follows by (B.2).

H,) P [,

Then, the Bayes rule yields

S sty LP [V =1 ’ 5] & (| 7.) P [H,| 5]
E[V |my,0] =P[V =1|m,,0] = il — . (B.8)
t t 2o (iiy=m, F M ] 7]
On the other hand, the Bayes rule also yields
P [V:l ‘ fIt,&] 5 (mt ﬁt)]P’ [ﬁt &}
E[V |, 5] =PV =1, 5] = 2 . (B.9)

P [, | 6]
For any m, such that ¢(m,) =0, (B.1) implies that v* <E[V | m,, ] < v**, which, by (B.9), is equivalent

to

ﬁt> P [}L

U*]P’[ﬁlt|5’]§ZP[V21‘}L,5’}5(77% 5| <vr Pl 5.

Hy
Further by (B.8), we have E[V |m, =0,0] =P[V =1|m, =0,0] € [v*,v**), establishing (IC]). By the same
token, we can also establish (IC”;) and (ICY).
Finally, we demonstrate that (o, M) and (&,/W) induces the same (ex ante) probability of purchase
for each customer and generates the same expected revenue for the platform. By Proposition 1 and (B.1),

customer t’s purchase decision under (5,M) is
ay = @(my) + (1= lp(me)]) Se. (B.10)
And customer t’s purchase decision under (o, M) is
a; =m;+ (1 —|my|) S,. (B.11)

Hence, by (3), the platform’s expected revenue under (&,M) is given by % + thT:l]E[ELt | 5], and the
platform’s expected revenue under (o, M) is given by Z + 237 E[a, |o]. We now demonstrate these
revenues are equal by showing

Ela:|6)=EJa; | o] for all ¢. (B.12)
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On one hand, by (B.10)

Ela, | 6] =E[p(m.) + (1 — |@(m.)]) S | 7]
=1 > Pl ol+(-1) > Plnlol+ > E[S|m.,5]Pm|s]. (B.13)

w(my)=1 p(me)=-1 w(m¢)=0

On the other hand, by (B.11)

Ela; | o] =E[m;+ (1 —|m|) S, | o]

=1P[m,=1|o]+ (-1)P[m,=-1|0]+E[S; | m;=0,0]P[m,=0]0]. (B.14)

By (B.7), the first two terms in (B.13) are equal to the first two terms in (B.14) respectively, i.e.,
Y=t Plmi| ol =P[m,=1]o] and 3 _ P[m,[5] =P[m,=—1|0]. Below, we demonstrate the
last term in (B.13) is also equal to that in (B.14), thus completing the proof. To that end, denote ug, :=
qP [V:l f[t,[f] +(1—¢q)P [V:O ‘ Eft,&} and uy, :=qP[V=1|H,, 0]+ (1-¢)P[V=0]| H,,oc|. Then, the

last term in (B.13) can be written as

N ES | ielPlae]l= > Y [lug, + 1—aﬁt)}5(mt

@(me)=0 @(me)=0 H,

SN 2w, -1)s (mt

(me)=0 Hy

)P,

5.

d

fft) P [Ert

Similarly, the last term in (B.14) can be rewritten as
B[S, | m,=0,0]P[m,=0]0] = [lum, + (~1)(1 —ug,)] o (m,=0| H,)P[H, | o]
= [2up, —1]o(m,=0|H,)P[H,|o]

> a—(mt ,
- Z [2u 1] @(He)=Hz¢,p(me)=0
= o — [
<P(Ht) Hy
> 6(mt H,
o Z [2u 1] o(He)=Hy, () =0
- Hy ~
S OP [Ht G
@(H)=H;

3 3 Rup, —1]5 (ﬁlt

Hi @(Hy)=Ht,p(Mi)=0

P[ﬁt o

P [f[t

)
d
)
}

ﬁt) P [Eft o

= > Slan, 1o (| A)p [ |o]
w(me)=0 Hy

= Y E[S.|m,6]P[m.]| 5],

w(m¢)=0

where the third equality follows from (B.6) and the conversion of up, to 4y, in the sixth equality follows

from (B.2) and the fact that V € {0,1} is a binary random variable. l
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Proof of Proposition 3. Under a recommendation policy o, (B.3) implies that the platform’s expectation

of the product value evolves according to

E[V |H,, 0], if Hypo=H,Ux(1,1),
P[V=1| Hy,0] i =
E[V |Hq,0]= PIV=1] Hi,aH(lfq)]P’[V:O | He,o]’ if Hopa = H,U(01), (B.19)
(1-@)P[V=1] Hy.0] if Hy1=H,U(0,—1),

(1-q)P[V=1| Hy,0]+qP[V=0 | H¢,0]’

with E[V |o] =P[V =1]| 0] = v9. We now prove (6) by induction. For ¢t =1, since H; =) and hence N(H;) =
0, thus (6) follows as E[V | o] = vg. Suppose (6) holds for any arbitrary ¢ (i.e., induction hypothesis). Then,
under a recommendation policy o, we have the following three cases for ¢+ 1:

o If H;=H,U%(1,1), (B.15) implies that E[V | H,41,0] =E[V | H;,0] and hence (6) holds for t+1 by
induction hypothesis and by noting that N(H, 1) = N(H;) according to (7).

e If H,y; =H,U(0,1), (B.15) and induction hypothesis implies that

qYo _ Vo

ao+ (1= (1 =) (152) " ok (1 =) (22
where the second equality follows by noting that N(H,.,)= N(H,)+ 1 according to (7), hence (6) holds for
t+1.

o If H 1 =H,U(0,—1), (B.15) and induction hypothesis implies that

(1—q)vo o Vo

(1—q)vo+q(1 — o) (%y(fm oo+ (1 10) <1)
where the second equality follows by noting that N(H,.,)= N(H,)— 1 according to (7), hence (6) holds for
t+1. 1

Proof of Proposition 4. By the definition of recommendation policy o, the platform’s proprietary history

ElV|Hepr,0] =PV =1|Hy1,0]=

)N(Ht)+1’

ElV|Her,0] =PV =1|Hy1,0]=

N(Hy)—1°

evolves according to
1, if my=+1 and Hy;11 = H; U (ms,my),
P[H, 1| Hyymy,o)l=1¢ ¢P[V=1|H;,0]+(1—¢P[V=0|H;,o],if m;=0and H,,=H,U(0,1),
(1—q)P[V=1|H,,0]+qP[V=0|H,,o],if m=0and H,,,=H,U(0,-1),
which, by the characterization of E [V | H;, o] (equivalently, P[V =1| H;,0] as V € {0,1} is a binary random
variable) in (6) and the definition of v,, in (8), translates to
1, if m,==+1and N(H,41) =k,
P[N(Hit1) | N(Hy) =k,my) =< que+(1—q)(1 —vy) =ux, ifmy=0and N(H;41)=k+1, (B.16)
(1I—qup+q(l—vp)=1—wuy, if my=0and N(H,1)=k—1,
for any k. Total probability rule implies that

n+1
P[N(Hy1)=n|r]= Y P[N(Hwy1)=n|N(H,)=kr|P[N(H,)=k|r|
n+1 1
Z Z]P’ (Hyi1)=n|N(H,)=km,=iP[m,=i| N(H,) =k, 7] z.(k)
n+1 1
Z Z N(Hyp1)=n|N(H,) =k,m, =i]ri(k)z(k),

which, by substituting P [N(H,4+1) =n| N(H;) =k, m, =] with (B.16), yields (N). B
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Proof of Proposition 5.  On one hand, let z}(n) and ri*(n) for i € {1,0,—1}, n=-T+1,---,T—1 and
t=1,---,T be the optimal solution to (9). We verify below that y*(n) := z;(n)ri*(n) for i € {1,0,—1},
n=-T+1,---,T—1landt=1,---,T is a feasible solution to (11). First, notice by (R) and (N) that, y*(n) =
zf(n)ri*(n) > 0 for i € {1,0,—-1}, n=-T+1,---, T —1 and t =1,---,T. Second, utilizing formulation

y*(n) =z (n)r*(n), we have

Yo wrm) =z () [r(n) + o (n) £ ()]

i€{1,0,—1}
=1 by (R)
= [z (n) = 21 ()] + [27_1(n) = 275 ()] + -+ [z5(n) — 21 (n)] + 27 (n)
t—1 t—1 t—1
by (N) =u,_; Zz:(n —1r”(n—1)4+ (1 —tupyq) Zz:(n +Dr%(n+1) =Y 22 (n)r®(n)+1n=0]
s=1 s=1 s=1
t—1 t—1 t—1
ey Y (1) + () Y 00 (1) S () £ 2 =0),
s=1 s=1 s=1
foraln=-T+1,--- ,T—1and t=1,---,T. Remaining set of constraints are also established from utilizing
the formulation y™*(n) = z; (n)r*(n) and (IC7)-(IC",), such that
T-1
by ICH) = D (wa—v")y ()= (v, — )z (n)r*(n) 20,
n=—T+1 n
T-1
by IC5) = D (va—0" )yl (n) = (va— ™)z} (n)r{*(n) <0,
n=—T+1 n
T-1
by (1G5) = D (va =)y ()= (va —v")z} ()1 (n) 20,
n=—T+1 n
T-1
by IC7)) = Y (on=v )y " (n) =Y (va—v")z (n)r; ¥ (n) 0.
n=—T+1 n

Furthermore, it is straightforward to see that

T T T-—1
T :pzz zi(n) [ri*(n) + u,ry* (n)] pz Z [y:*(n) + u,y* (n)] < optimal objective value of (11).

t=1 n t=1 n=-—T+1

(B.17)

On the other hand, let yi*(n) for i € {1,0,—1}, n=-T+1,--- , T —1 and t =1,---,T be the optimal

solution to (11). We can verify below that z; (n) and r*(n) for ¢ € {1,0, —1} defined by (10) (with r}(n) being

any vector satisfying (R) for z;(n) =0) is a feasible solution to (9). First, notice that (R) is also satisfied for

zf(n) > 0, following from (10) and the fact that y*(n) >0 for all i € {1,0,-1}, n=-T+1,--- ,T—1 and
t=1,---,T,

oy Az (n)

Second, by utilizing the fact that z;(0) =1 and z;(n) =0 for all n#0 and (10), we have

S s

ri(n) + " (n) +rt(n) =

t—1 t—1 t—1
Z ()= zi(n) =up 1 Yy (n=1)+ (1 —up1) Y _yP(n+1) =Y y*(n),
s=1 s=1 s=1

which can equivalently be written as

[25(n) — 21 ()] + [1 () — 5o ()] 4+ + [23(n) — 21 (n)] =
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t—1 t—1 t—1
Uno1 Y (=1 (= 1)+ (L= uppa) Y2l (n+ Drd (n+1) =Y 2 (n)r* (n),
s=1 s=1 s=1

that immediately establishes the feasibility of z;(n) and ri*(n) for ¢ € {1,0, —1} defined by (10), for constraint
(N). Again by (10), we also have

Y (on— vz (n)rf* (n) = _Tz;;l(vn — vy, (n) 20,
Y (vn— vz () (n) = T_Z;l(vn — vy (n) <0,
D (o =)z ()" (n) = _TZ::H(% —v")y"(n) >0,

D (=) () (n) = ZTX:_TIH(% —v")y; ' (n) 0.

establishing the IC constraints (IC7)-(IC" ), respectively. Furthermore, it is straightforward to see that

T-1

T
optimal objective value of (11) :pz [y (n) + u,y* (n)] = pz Z 25 (n) [r}*(n) + w,rY*(n)] < o*
t=1n=—T+1 t=1 n

(B.18)
which, combined with (B.17), implies that optimal objective value of (11) =7*, establishing the theorem. H

Appendix C: Proofs in Sections 5 and 6

Proof of Proposition 6. We prove this proposition by induction. It is straightforward to see (12) holds
for customer ¢ =1, since ¢; =0 by definition and we have z1(0) =1,2;(n) =0 ¥n #0 by (N).

Now, suppose that (12) holds for customer ¢ (i.e., induction hypothesis) and ¢ = s. If %(n) =1 or equiv-
alently £7,, =¢; +1=s+1, for an arbitrary net purchase position n with n=s+1 (mod2) and |n| <s+1,
we have

Ze41 () = [gqun -1 + (1 = @) (1 = vn1)]ze(n = 1) +[(1 = @)vni1 +q(1 = vnpa)]zi(n + 1), (C.1)

Up—1 1—upqq

by (N) as r2(n) =1 Vn. For |n| < s — 1, substituting the definition of v, in (8) into (C.1) and using our

induction hypothesis, we obtain
voq" + (1 —vo)(1 —¢q)" s [ sn—1 s—n+1 stn-1 s_n+1}
= 2 1— 2 1-— 1— 2 2
Zey1(n) vog" 1+ (1 —vo) (1 —gq)» 1 s+;—1 Voq (1-q) +(1—v0)(1—q) q

vog" (1 —q) + (1 —vo)g(l —g)** s [ stntl s=n-1 stn+l S—"—l}
1- 1- 1-
e T (T—w) (=gt et ) [0 (=) 4 (1=w)(1 =) 75

S S s+n+1 s—n+1 s—n+1 s+n+l
= |:<s+n1> + (s+n+1>:| |:qu 2 (1_q) 2 +(1—U0)(1—q) 2 q 2 ]
2

2
3+1 s n s+l—mn s+14+4n s+l-—n -
~(20) [0 =0 1w -0 ] =)
2
For n=s+1, we have z,(n+1)=0in (C.1) by (N) and hence

_ wg"+ (1 —vo)(L—q)" n—1 . _ \n—1
Zt-H(n)_qunflJr(l7110)(1f(1)7171 [qu =)= }
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=[voq" + (1 —vo)(1 —q)"] = C(EZ-H’”)-

For n=—s—1, we have z,(n —1)=0in (C.1) by (N) and hence

Vo n+1 _ — g _ A\nt+1 B N
zei(n) = qvoqs}ﬂ i)(—;(lvo)(l)q%)n-‘_ql) [UO<1_Q) )T ]

=voq" (1 —q)+ (1 —vo)g(1—q)" T g (1 —q) "]

=[vo(1 =) ™" + (1 —vo)g "] =((li14,m).

Thus, (12) holds for customer t 4 1. If 7{(n) = 0 or equivalently £;, ; = ¢; = s on the other hand, we have
zir1(n) = z:(n) V,, by (N) as r?(n) =0 Vn. Thus, our induction hypothesis immediately implies that (12)
holds again for customer ¢+ 1. This completes the proof. B

LeEmMA C.1 (Properties of ((-,-)). For any integers s > 0 and k = s(mod 2), ((-,-) defined in (12)

satisfies the following properties,
Zvn((s,n)=Zan(s—|—1,n):vo7 (C.2)
D (wa=v)(sm) = Y (0 =0 ) (s 1n) o+ (vess =07 )C (5, k +2) (1= tipa), (C.3)

n>k n>k+1
3 (0 ) L) = 3o — 0 m) F (s — 07N, R (©4)
Z(vn —v*)((s,n) = Z (v, —v")C(s+1,n)+ (ve_1 —V*)(8, k — 2)uy_a, (C.5)
Y =)+ 1n) =) (va = v7)¢(5,m) + (v =07 )(5, ) (1 — ). (C.6)
n<k+1 n<k

Proof of Lemma C.1. First, notice that
Up = Vpg1lp + U 1(1 —w,) Vn. (C.7)
which is directly established by utilizing (8) and the description of u,, in Proposition 4:

U, =qu, + (1 = Q)v,

Cquo+ (1 —q)(1—vo)(54)" Vo N (1= q)vo +q(1 —vo)(+54)" Vo
ot (L=wo) ()" v+ (T—wo)(554)" v+ (1=00) (59" wo+ (1 —wo)(559)"
M on 1—q vn
Y quo + (1= g)(1 —vo)(=4)" vo (1= q)vo + (1 —vo) ()"
T oo+ (L) (ZO T wp+ (1—wg) (9 +vo+(1—vo)(%)"*1 vo + (1 — o) (£54)"
o he onit (1=un)

Now note that by Proposition 6, we can write (C.1) as
Cs+1L,n)=C(s,n—Dup_1+¢(s,n+ 1) (1 —tnt1) Vas>o0, (C.8)

which, in turn, implies

Z((s,n):ZC(s—i—l,n):l. Vsso0 (C.9)
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Where the second equality follows by the fact that ¢(0,0) =1 and ¢(0,n) =0 V,0. For any s >0, by (C.7),
Z vn((s,m) = Z {vnt1€(5,m)upn + v, 1((s,m)(1 = un)}
_Z{UnC S, — un 1+vn<(8 n+1)( un-l—l)}

:Zvnc (s+1,n),

hence establishing the first equality of (C.2). The second equality of (C.2) follows from the fact that ¢(0,0) =1
and ¢(0,n) =0 Vn #£0.
Notice that for an arbitrary constant ¢, by (C.2),

Z(vn —c¢)((s,n) = Z(vn —c)(s+1,n),

n n

following from (C.9). Subtracting », _, (v, —¢)((s,n) from both sides yields

Z(vn - C)C(Svn) = Z(vn - C)C(S + lvn) - Z(vn-‘rl - C)C(svn)un + ('Unfl - C)C(S,TL)(]. - un)7

n>k n n<k

A B

where B follows by (C.7). Then, re-arranging terms in A and B and utilizing (C.8) yield

A= Z —c) S—|—1n—|—z —c)C(s,m+1)(1 —upq1) —|—Z ¢)¢(s,n—Du,_1, and

n>k n<k n<k
B=Y (02— )¢5 n+ Dttsn + 3 (00 — C(5,m+ (1 — t41),
n<k n<k

which imply

D (W= 0)C(5,m) =D (va—)(s+1,n) + Y (va—)C(s,n = Dty = Y (Vg2 = )¢ (8,4 Dt g1

n>k n>k n<k n<k
= Z(Un —c)¢(s+1,n) = (Urg1 — )¢(s, k)ux
n>k
= Z (UTL - C)C(S + 1an) + (Uk+1 - C)[C(S + 1a k+ 1) - C(Sa k)”kL
n>k+1

=C(s.k+2)(1-upy2) DY (C.8)
establishing (C.3). Then, (C.4) follows immediately from (C.3) by noting that
Z(Un —c)((s,n) = Z (n —c)C(s+1,n) = (Vi1 —€)C(s + Lk +1) + (Vpg1 — €)C(8,k +2) (1 — up2)

n>k n>k—1

= Z (Un - C)g(s + 1’n) - (Uk+1 - C)C(57 k)ukv

n>k—1
where the last equality again follows from (C.8).
To see (C.5), we have

S (0 = )lsm) = 3 (0 = )C(5,m) = 3 (v — ) (5.) — (v — (5. k)

by (C3) = (va—c)C(s+1,m) = > (va—)C(s+1,m) = (Ver1 — )C(8,k +2)(1 = tpa) — (vi — €)C(5, k)
n n>k+1
:ngzl(vn—C)€(5+1,n)+(vk71—c) C(S—f‘l,k‘—l)

=¢(s.k—2)up_z+¢(s,k) (1-uy) DY (C.8)
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+ (k1 = O[C(s + 1,k +1) — (rg1 = €)C(s, b +2)(1 — upy2)] — (v — €)((s, k)
=¢(s,k)ur Dy (C.8)
= Z (v, —c)C(s+1,n)+ (ve_1 — )C(8,k —2)up_2

+¢(s, k) [(ve-1 — o) (1 — k) + (viy1 — Jup — (v — ¢)]
=0 by (c.7)
= Z (Vn —c)C(s+1,n) + (vh—1 — )((8,k — 2)up 2.

Finally, we show (C.6). By (C.5),

S —e)¢(s,m) = 3 (00— (s +1,m) + (-1 — €)C(s,k — Durs

by (C.8) = Z (v —=0)C(s+1,n)+ (ve_1 —)C(s+ 1,k —1) — (vr_1 — ¢)C(s, k) (1 — uy)
= Y (Wa—O)¢(s+1,m) = (051 = )¢(5, k) (1 —up),
n<k+1

establishing (C.6). B
Proof of Proposition 7. First, note that when r?(n) =1 for any n, (IC{) can be written as Y v,2(n) €

[v*,v**). By Proposition 6, we can write the left-hand-side of the above constraint as
Zvnzt(n) :Zan(ﬁf,n) = 1y, (C.10)
where the second equality follows fromn(C.Q). Thus, TEIC'(’)') is equivalent to vg € [v*,v**). Next, utilizing (3),
we show that the expected revenue the platforms earns from neutral customer ¢ is
pE[l[a;=1]|m:;=0,r]=p Pla; =1|m;=0,7]
=p Y P[S,=1|N(H,) =n|P[N(H,)=n|r|

n

=qun+(1-q)(1-vn) z¢(n)
=p g _vaz(n)+(1=q)> v, —v,2(n))] = puo,
n n
=vo by =1-vy by
(C.10) (c.10) and (c.9)

following from ug = qug + (1 — ¢)(1 — vg) definition given in Proposition 6. B

LEmMA C.2. If it is incentive compatible to partition customer t as an affirmative customer under an
NA-partition policy # with {; = s, then there must uniquely exist x € [0,1) and k = s(mod2) with k < s, such
that Y-z (n)ri(n) =3 z(n)ft(n), 3, (v, —v™)z(n)ri(n) >0 and Y, (v, —v*)2z,(n)r; " (n) <0, where v
is a threshold affirmative policy defined as

1, forn >k,
ri(n):=¢ x€l0,1), forn=k, and r;'(n):=1-r}(n) VYn. (C.11)
0, forn <k,

Proof of Lemma C.2. First we show the existence of k and z. If there do not exist n <7 with n,n =
s(mod2) and |n|, |n| < s such that #}(n) >0 and #, (7)) =1 — 7} (@) > 0, then there must exist = € [0,1) and
k= s(mod2) with k < s such that

1, for n >k,
Fi(n)=<¢ x€[0,1), forn=%k, and 7;'(n)=1-7/(n) Vn=s(mod2) and |n|<s.
0, for n <k,
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In this case, define 7, according to (C.11) with = and k identified above. Then, because z;(n) > 0 if and only
if n=s(mod2) and |n| <s by (12), we immediately have

Yo am)ri(n) =) z(n)i;(n)
Z(vn —v*)z(n)r} (n) = Z(vn —v™)z,(n)7} (n) >0, and

S — vz () () = 3 (0, — 072 (n)i (m) <0

Now suppose that there exist n <7 with n,7 = s(mod2) and |n|, |77| < s such that 7} (r) > 0 and #; * (7) > 0.
We demonstrate that 7, can be converted to a threshold affirmative policy 7; with the desired properties
(e, >, z(n)Ft(n) = z(n)ft(n), 3, (v, —v**)z(n)Ft(n) > 0and 3 (v, —v*)z/(n)7 ' (n) <0), in which
such n and 7 do not exist. To that end, we define 7, according to
fm) =7 () —a, 7N n) =7 (0) o, 7)) =7 @) =B, 7, (@) =7 (0)+ B, and 7i(n) =7, (n) Vn#{nn},

where a € (0,7} (n)] and 8 € (0,7, '(R)] are given by

(M) ., 1y e TH(R)

3|
N
B

t

= Zt(ﬂ) Ty (n) and /8 =T (n)7 if f'tl (ﬂ) < Zt(ﬁ)’ (0.12)
a=7;(n) and f= z:gz; 7} (n), if ”;_1 (SZ) > ZEZ; (C.13)

In both cases (C.12) and (C.13), we have z,(n)a = z,(7) 5. Thus,

Yoamiim)= Y am)F(n) + @) () + (@) (7)

n n#{n,n}
= Y a)E () + 2@ (n) + 2@ (7) —z(n)a+2(m)6
n#{n,n} =0

=Y " z(n)i (n), (C.14)
Y (on =)z (n) (n) = zn:(vn —v™)z(n)f; (n) + 2(W) B(vr — ™) — z(R)ar(vy, — ™),
=Zn: —v™)z(n)fy (n) + 2(W) B(vr —v™) — 2(M) B, — ™),
(by (8), utilizing n <7m) > Z n)#t(n) >0, (C.15)

> (vn—v)z(n)F, (n)=Z(vn—v )z (n)f " (n) + 2 (n)a(v, —v7) = 2(M) Blog — v7),

n

—Z (v = v")2e(n)F7 " (1) + 20(R) B(0n — V") — 2:(70) B(vm — v7),

(by (8), utilizing n <7m) < Z(vn — ")z (n)7; H(n) <0. (C.16)

In the case of (C.12), we have 7} (%) =1 and hence 7, '(7) = 0; in the case of (C.13), we have 7; *(n) =1
and hence 7;(n) = 0. Thus, repeating the above iterative procedure until there do not exist n <7 with
n,7 = s(mod2) and |n|,|7| < s such that 7} (n) > 0 and 7; ' (%) > 0 will result in a threshold affirmative policy
7 (as in (C.11)) that preserves (C.14), (C.15) and (C.16).
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To establish uniqueness of k and z, we first note that Y. z,(n)?}(n) € [0,1). Suppose on the contrary,
>, z(n)7t(n) =1, which is equivalent to 7} (n) =1 Vn by (C.9). However, this contradicts with the fact that

t

it is incentive compatible to partition customer ¢ as an affirmative customer since (IC]) would be violated,

such that
Z(vn — vz (n)7} (n) = Z(Un —0")z(n) by &9 Zvnzt(n) —v** by (€10 vo — v < 0. (C.17)

Next, notice by (C.9) (utilizing Proposition 6) that we have ) _, z/(n) =1 if and only if k < —s and
> nor ze(n) =0 if and only if k > s. Therefore, as > _, 2

an integer k = s(mod2) with |k| <s such that > _, z(n) <3 z(n)i}(n) < >.., ,z(n). Hence z =

Sn 2t ()P () =3 5 2e(n)
tzt,(k) = € [071) u

Proof of Proposition 8. We divide the proof into three parts.

z;(n) is non-increasing in k, there uniquely exist

Part I. (14) and (15) are well-defined, which consists in showing the existence of n**(s),z**(s),n*(s)

and z*(s) for any integer s > 0, as characterized by the following two claims.
CramM C.1. n**(s) = s(mod2), v, () <v** and **(s) < 1.

Proof of Claim C.1 First, note that for any n # s(mod2) that satisfies the equality inside (14), we also

have

Z (U, —0™)C(8,m) = (v, — sna:—l—z ¢(s,m) =0,

m>n—1 m>n

as ((s,n) =0 for all n # s(mod2) by (12). Hence, by (14), n**(s) = s(mod2). Notice also that we must have
x**(s) < 1if n**(s) = —s, as otherwise, by (C.17) and the fact that vy € [v*,v**), the equation inside (14)
must be violated

Z (U — V™) ((s,m) = Z(vm —v*)((s,m) = Z(vm)C(s,m) -0 =1y — v <0.

m>—s m m

Further, for any n > —s + 2 that satisfies the equality inside (14) for z =1, we also have

Z (U, —0™)C(8,m) = (v, — (s,n +Z Uy —0*)((8,m) =0,

m>n—2 m>n
hence, by (14), (i) **(s) < 1.
e When v, < v**, we have v,, <v** for all m with {(s,m) > 0 by (8). Hence, it is straightforward to verify
that the equality inside (14) holds for n = s,z =0. For any n < s, we have
) Gt 3 JC(s,m) < (0, —0")C(5,5) <0,

m>

<0 a8 vp<vs<v** <0 for m with ¢(s,m)>0

contradicting the equality inside (14). Notice that v, () < v** as n**(s) = s, by (8) and the fact that v, < v**
e When v, = v**, we have v,, <v** for all m with {(s,m) >0 by (8). Hence, it is straightforward to verify
that the equality inside (14) holds for n=s—2,2=0. For any n < s — 2, we have

(0n—=v™)  Csm)z+ Y n—v")(sm) < (0,0 —v™)C(s,5—2) <O,

_ m>n .
<0 a8 vn<vs=v** <0 for m<s with ¢(s,m)>0
=0 for m=s

contradicting the equality inside (14). Notice that v,««(s) < v*™* as n**(s) = s —2, by (8) and the fact that

ok

V=0
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e When v, > v**, denote f,(n):=>_
positive and non-increasing in n < s —2 for v,, > v** (because f,(n) > fi(s—2) = (v, —v**)((s,8) > 0= f.(s)),

mon (Um —v)((s,m). It is then straightforward to verify that f,(n) is
and f,(n) is non-decreasing in n for v, <v** with f(=s—2)=> _ (v, —v**){(s,m) =1y —v** <O0.
Therefore, (ii) there exists a unique n**(s) € [—s, s — 2] satisfying f,(n**(s) —2) <0 < f,(n**(s)). Accordingly,
let

Zm>n**(s)(vm - U**)C(Svm) fS(TL**(S)) c [O 1)
()~ o

-0
P (S) _ _
(V" = Unee ()G (5,77 (5))  fa(n(s)) = fa(n(s) = 2)
Then, it immediately follows that (iii) (n**(s),z**(s)) satisfies the equality inside (14). For any n < n**(s),
the equation inside (14) must be violated, because then we must have (iv) (v, —v**) < (V,=x(5) — v**) <0 by
(8), as (V™ = Vpen(s)) = (V7 = Vpon ()€ (5,07 (5)) = fs(n**(s)) — fo(n**(s) —2) > 0 by (ii). Then, the equation

inside (14) can be written as

0= (Un - ’U**)C(S) TL) T+ (Un**(s) - ’U**)C(Sv ’I’L**(S)) (1 - x**(s))

<o by (iv) <o by (ii) >0 by (i)
+ (Unrr () —07)C (8,07 (8)) ™" () + Z (U —0™)((s,m) + Z (U — 0**)((s,m),
m>n**(s) me(n,n**(s))
=0 by (iii)

leading to a contradiction, whereby we use the fact that v,, < v,, < v, (5) <v** for all (if any) m € (n,n**(s))

by (8). Lastly, notice that v« () <v** as v, >v** and ((s,n**(s)) >0 by (ii). O

Cramm C.2. n*(s) = s(mod2),v,+(s) > v* and x*(s) < 1, where the second equality holds only when vy = v*

and s =0, and the third equality holds only when vy = v*.

Proof of Claim C.2 First, note that for any n # s(mod2) that satisfies the equality inside (15), we also

have

Z (U —0*)C(s,m) = (v, —v*)({(s,n)(1 — )+ Z(vm —v*){(s,m) =0,

m<n+1 m<n

as ((s,n) =0 for all n # s(mod2) by (12). Hence, by (15), n**(s) = s(mod2). Next, notice that for any
n < s — 2 that satisfies the equality inside (15) for =0, we also have

Y W= 0)C(s,m) = (v =07 )C(8,0) + Y (U = 0")G(5,m) =0,

m<n—+2 m<n
hence, by (15), (v) z*(s) > 0.
e When v_, > v*, we have v, > v* for all m with {(s,m) >0 by (8). Hence, it is straightforward to verify
that the equality inside (15) holds for n = —s,z = 1. For any n > —s, we have

(v, —v*) C(s,m) (1—=z)+ Z (U —0)C(s,m) > (v_s —v")((s,8) >0,
v Dy men oo
>0 aS vp>v_g>v* >0 as >0 for m Wlth ¢(s,m)>0

n=s(mod2),n<s
contradicting the equality inside (15). Notice that v,«(s) > v* as n*(s) = —s, by (8) and the fact that v_, > v*.
e When v_, =v*, we have v,, > v* for all m with {(s,m) >0 by (8). Hence, it is straightforward to verify
that the equality inside (15) holds for n = —s+ 2,2 =0. For any n > —s+ 2, we have

(0 —v")  Csn) x4y (=) m) = (0o =05, —s +2) > 0,
—— —— —_————

m<n .
vnig_af:u* n;s(>n?032s),n<s >0 for m>—s with ¢(s,m)>0
) - =0 fOI' m=-—s

contradicting the equality inside (15). Notice that v,«) > v* by (8) and the fact that v_, =v*.
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e When v_, <v*, denote fi(n):=3,
that f,(n) is negative and non-increasing in n > —s + 2 for v, < v* (because fi(n) < f,(=s+2)=(v_, —
)¢(s,—5) < 0= fi(=s)), and f,(n) is non-decreasing in n for v, > v* with f(s +2) =" _  ,(vm —
)¢(s,m) =vo —v* > 0. Therefore, (vi) there exists a unique n*(s) € [—s + 2, s] satisfying f,(n*(s)) <0<
fs(m*(s) +2). Accordingly, let

m<n*(s Um—U*CS»m s * -0
1—95*(5):Z = () )*( ): *f(n () . €1[0,1).
(V" = Ve ())C(s,m7(s)) Sl (s)) — fu(n*(s) +2)
Then, it immediately follows that (vii) (n*(s),z*(s)) satisfies the equality inside (15). For any n > n*(s), the

men(Um —v*)C(s,m). When v_, <wv*, it is straightforward to verify

'U*
'U*

equation inside (15) must be violated, because then we must have (viii) (v, —v*) > (v,=(s) —v*) >0 by (8),
as (Vpx(s) — V) 2 (Vnx(s) — *)((5,n7(5)) = fo(n*(s) +2) — fs(n*(s)) > 0 by (vi). Then, the equation inside

(15) can be written as

0= (vn—2") C(s,n) (1=2)+ (Vne () —07)((5,17(5)) (1 —2"(5))
——— N——

>0 by (viii) >2sty<(N) <0 by (vi) >0 by (v)
+(vn*(5) —v*)((sm*(s))(l—x*(s))—i— Z (’Um_v*)g(sﬂm>+ Z (Um_v*)g(svm)7
m<n*(s) me(n*(s),n)
=0 by (vii)

leading to a contradiction, whereby we use the fact that v* < v,«(s) < v, <v, for all (if any) m € (n*(s),n)
by (8). Lastly, notice that v« >v* as v_, <v* and ((s,n*(s)) >0 by (vi). O

Part II. It is incentive compatible to partition customer ¢ as an affirmative customer if and
only if n*(s) >n**(s) or n*(s) =n**(s) with =**(s) > z*(s), where s={;.

To show the sufficiency, we now demonstrate the following threshold affirmative policy simultaneously
satisfies (IC]) and (IC",):

, for n > n**(s),
**(5) €[0,1], for n=n**(s), and r;'(n):=1-7(n) Vn. (C.18)
, for n <n**(s),

rhn) =

OK

Indeed, by (14), we have

Y (on =)z (n)ri(n) = (vaee (o) = 07) ({507 ()™ () + Y (v —v™)(5,m) =0, (C.19)

n n>n**(s)

establishing (IC]). To establish (IC",), we now show

Y (o =) z()r (n) = (vnee o) —07) C(ssn ()L =2 () + D (va—v)(s,n) 0. (C.20)

n n<n**(s)
e Forn*(s) >n**(s), by Claim C.2 we have v,,« () > v*, which leads to (v,«(s) —v*)((s,n*(s))(1—x*(s)) > 0.
Hence, by (15), we have 3 _ . (v, —v*)((s,n) < 0. Then, it is straightforward to see that (C.20) holds,
such that

0> Z (v, —v")((s,n) >max Z (v, —v")C(s, 1), Z (v, —v*)((s,n)

n<n*(s) n<n**(s) n<n**(s)
> (Ve — ) Clon™ (D)L= () + 3 (va—07)C(5m),
n<n**(s)
where the second inequality follows by n*(s) > n**(s) as v, increases in n by (8), and the third inequality

follows from the fact that z**(s) € [0,1].
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e For n*(s) = n**(s) with 2**(s) > 2*(s), by Claim C.2 we have v,«() > v*, which leads to (v,«() —
v*)((s,n*(s))(1 —2*(s)) > 0. Hence, by (15), we have

0= (va=(o) =0") C(s,n" () (L =" () + D (va—v")((s,m)

>0 n<n*(s)
= (Vnoe (o) —0") (s, () (L= 2" () + Y (va—v")((s,m)
n<n**(s)
> (Upee () = 0") S8, () A =2 () + D> (v —v"){(s,m),
n<n**(s)

where the second equality follows by n*(s) =n**(s), and the third inequality follows from v, « (s = v+ (5) > v*
by Claim C.2 and the fact that 2**(s) > 2*(s). Thus, (C.20) holds.

To show necessity, we note that, if it is incentive compatible to partition customer ¢ (when ¢7 = s) as an
affirmative customer, Lemma C.2 implies the existence of z € [0,1) and k = s(mod2) with k < s, such that
r; specified in (C.18) satisfies (IC7),

Z(vn — ™)z (n)r}(n) = (v, —v*) (s, k)T + Z(U" —v*)((s,n) >0, (C.21)

n n>k

and (IC" ),
Z(vn—v*)zt(n)rt’l(n) (v —v") ((s,k)(1 —x) +Z ,n) <0. (C.22)

n n<k

We now claim (C.21) and (C.22) must imply n*(s) >n**(s) or n*(s) =n**(s) with **(s) > z*(s). To that

end, we first establish the following lemma, whose proof is relegated after the proof of Proposition 8.

LeEmMA C.3. If it is incentive compatible to partition customert (when 0 = s) as an affirmative customer,
(n**(s),x**(s)), (n*(s),x*(s)) and (x,k) determined by (14), (15) and (C.18) of Lemma C.2 respectively,
satisfy

either k>n*"(s) or k=n""(s) withx<z**(s), and (C.23)

either k<n*(s) or k=n"(s) with z*(s) <. (C.24)
Lemma C.3 immediately implies that n*(s) > n**(s), as n*(s) >k >n**(s) by (C.23) and (C.24). In partic-
ular, when n*(s) =n**(s) =k, we have x**(s) > x > z*(s).

Part III. If it is incentive compatible to partition customer ¢ as an affirmative customer,
then partitioning any other customer ¢’ >t as an affirmative customer will also be incentive
compatible; and it is optimal for the platform to offer affirmative recommendations according
to (C.18) and to earn an expected revenue of pF'(s), where

F(s)=2"(s)C(s,n () + D> ((s,m),

n>n**(s)

is a non-decreasing function in s. In Part II, we show for customer ¢ with ¢; = s> 7°, that the threshold
affirmative policy given by (C.18) simultaneously satisfies (IC]) and (IC" ) for n*(s) > n**(s) or n*(s) =
n**(s) with **(s) > z*(s). Now, for customer ' > ¢ with ¢}, = s+ 1, consider the following policy

for n>n**(s) +
**( )¢(s,m " ()t (5)FC (5,277 () +2) (1 —upx* (5) 4 2) for n=n""(s
rh(n) =< e wx gy LTI (o)+D) () + and r;'(n):=1-7r,(n) Vn.
t (s)¢(som (S))(l Upx* (5)) for n=n"*(s) — t ¢
G+ *(s)—1) ’ o
0, for n <n**(s) —

(C.25)
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Then, we have

S v s+ Lk = 3 (v, —v")G(s+ L)

n n>n**(s)+1

+ (Vnes o1 = 07) [27(5)C (5,07 (8) e (5) + € (5,07 (8) 4 2) (1 = U= () 42)]
+ (Unee(5)=1 = 0) [277(5)C (5,077 (8)) (1 = Upn )]
= Z (vnfv**)C(erl,n)Jr(vnw(sHl 7v**)C(s,n**(S)+2)(1*un**(s)+2)

n>n**(s)+1

Snsnsr(s) (tn—v**)¢(s,m) Dy (C.3)
+27(5)C(5,07 () [(Vn=s ()11 — 0 )thos () F (Ve (51 = 07 ) (1 = Upoe (o))

Vg (g) —VFF by (C.7)
(by (C.19)) = (vnee() =07 ) (5,0 ()2 (5) + D (v —0™)(5,m) = 0.
n>n**(s)
Therefore, the policy given in (C.25) satisfies (IC]). Similarly, we also have

S v s+ L ) = S (0a—0")G(s+ L)

n n<n**(s)—1

+ (nee (5)—1 = 0) [(1 =27 (5))¢ (8,077 (8)) (1 = == () + (8,077 (8) = 2)pyo (5)—2)
+ (Unes ()41 —07) [(L =277 ()¢ (5,077 (8) )ty (o)
= Z (Vn = 0" ) (5 +1,n) + (Vyrr ()1 — V)C(5, 07 (S) = 2)Uppex (5)—2

n<n**(s)—1

S cnsr(s)(tn—v*)¢(s,m) DY (C.5)
+ (1 — IE**(S))C(S,TL**(S)) I:(’Un**(s),l — ’U*)(l — un**(s)) + (Un**(s)+1 — U*)’U,n**(s)]

Uyt (g) —V* by (C.7)

(by (C.20)) = (vn**(s) — v*) C(s,n™ () (1 —a* (s)) + Z (v, —v")((s,m) <0.

n<n**(s)

Therefore, the policy given in (C.25) also satisfies (IC" ;). Hence, in a recursive manner, we show that if
it is incentive compatible to partition customer t as an affirmative customer, then partitioning any other
customer ¢’ >t as an affirmative customer will also be incentive compatible. It is straightforward to see,
by Lemma C.2 and (14), that offering affirmative recommendations according to (C.18) is optimal for the
platform. The corresponding expected revenue is then calculated by (11), utilizing (12). Lastly, the expected
revenue that policy given in (C.25) generated from customer ¢’ is as follows

Dorb)stln) = Y Cls+1m) (5,07 () + 2)(1—upes(r2) T2 ()¢(5,07 (8)) = F(s),

n>n**(s)+1

=S psner (s C(sm) DY (C.8)
which immediately implies F'(s) < F(s+1) by Lemma C.2. R
Proof of Lemma C.3. First, we establish (C.23), by showing
e k>n*(s). Suppose k <n**(s), then (i) vy < v, (5) <v*™* by (8) (first inequality) and Claim C.1 (second
inequality). We then have
(v =™ )C (s, R 3 (o — o) (s, m)

m>k
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= (0 = 0") (8, ) Tt (Ve () = 07N (8,07 () (L=a™(s)) + Y (v —0")(s,m)

me(k,n**(s))

<0 by (i) <0 by Claim c.1 >0 by Claim c.1
+(Un**(s) —v**)((s,n**(s))x**(s) + Z (Um _’U**)C(S7m) <07

m>n**(s)

=0 by (14)
leading to a contradiction with (C.21), whereby we use the fact that v, <v,, < v, () <v** for all (if any)
m € (k,n**(s)) by (8).

o r <zx**(s) when k =n**(s). Suppose = > z**(s) when k =n**(s), we then have

(v~ )G (s, )+ (v — 07 )C(5,m)

m>k

=W (o) — 0N (0 () D (0 — ™) (5,m)

m>n**(s)

= (Ve (o) =07 )( (8,077 (8)) (& = 27" (5)) + (Ve (o) = 0" )G (8,07 ()™ () + Y (0 —0™)C(5,m)

m>n**(s)

<0 by Claim c.1 >0

=0 by (14
<0,
leading to a contradiction with (C.21).
Next, we establish (C.24), by showing
e k<n*(s). First, note that (ii) v,«(s+2 > v* by (8) and Claim C.2. Further, we have (iil) (v,«) —
v*)((s,n*(s)) >0, again by Claim C.2. Suppose k > n*(s), we then have

(0 =0 )¢ (5, k) (1 =2) + D (0 = 07)¢(5,m) = (Ve (o) = 0 )C (5,07 ()) (L =27 () + D (0 —0")(5,m)

m<k m<n*(s)
=0 by (15)
+ (Vyr () —0)C (5,7 (5)) 2" (5) + (v, —v*)(s,k)(1 —2x)
>0 by (iii) >0 by (8) and (ii) as k>n*(s)+2,

lk|<s by Lemma c.2 and =<1
+ Y (W —v)C(s,m)
me(n*(s),k)
>0,

leading to a contradiction with (C.22), whereby we use the fact that v* < v,«(5)42 < v, for all (if any)
m € (n*(s), k) by (ii).

o z*(s) <z when k =n*(s). Suppose x*(s) >« when k =n*(s). Then, as x € [0, 1), we must have x*(s) > 0,
which leads to v,«(s) >v* by Claim C.2. Therefore, (iv) (v,=(s) —v*)((s,n*(s)) > 0. We then have

(0 = 0)C(5, k) (1= 2) 3 (0 = 07)C(5,1) = (000 ) =075, n° () (A=) + D (v —07)(5.m)

m<k m<n*(s)

> (vne (o) =07 ) (5,07 ()2 () + D (v —07)C(s,m)

m<n*(s)

=0 by (15)
leading to a contradiction with (C.22), where the second inequality follows by (iv) and the fact that z*(s) > =.
This completes the proof. B
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Proof of Proposition 9. Under an NA-partition policy, the selling horizon is essentially partitioned
into either neutral customers N'(r):={t=1,---,T:7r%(n)=1 for all n} or affirmative customers A(r) :=
{t=1,---,T:r%n)=0 for all n}. First, we note that under an NA-partition policy r, the platform earns
an expected revenue of pug for customer ¢t € N'(r) and an optimal expected revenue of pF(¢}) for customer
t € A(r). Therefore, the determination of the platform’s optimal NA-partition policy reduces to the deter-
mination of the neutral and affirmative customers, i.e.,

P, max te%(:r) o +t§r)F(£;). (C.26)
Thus, to establish (17), it suffices to show that an NA-partition policy r with #; € A(r) and ¢, € N(r)
for some 7° <t; <ty <T yields less revenue than the modified NA-partition policy, 7, where (i) A(F) =
A(r)\{t1}U{t2} and (ii) M(7) =N (r)U{t1} \ {t2}. To that end, we utilize the platform’s objective function
representation in (C.26), such that

S out YR =Y w+ Y FE)+ Y FE)+FE@)+ S F(E)

teN(7) te A(T) teN(7) t<ty,t€EA(T) te(ty,t2),teA(F) t>to, tEA(T)
= > w+ >, F)+ oo F@) + F(e)
teN (r) t<ty,teA(r) te(t,t2),tEA(F) ~—

F(é{l +>, n[te(n,tz),teN(r)])

St (tr ta) e A(r) FULHL)

+ Y F@)

t>ty,teA(r)

> > uw+ >, FU)+FEG)+ D> FU)+ Y, F@)

teN (1) t<t1,teA(r) te(ty,ta),teA(r) t>to,tEA(T)
=D w+ Y P,
teN(r) teA(r)

where the second equality follows by (i),(ii) and the fact that >Z, ., 1t € N(F)] =3, 1, 1, LIEEN ()],
and the inequality follows by the non-decreasing property of F(s) in s by Proposition 8. It is straightforward
to see (IC]) and (IC",) are satisfied with 7 as well, since 7° < min A(r) <min A(7) by (i),(ii) and the fact
that r is a feasible NA-partition policy. B

ProproSITION C.1 (Full-disclosure policy). The platform’s expected revenue under the full-disclosure
policy is given by
uD(Tul-i-lfuo)f[uo(lful)]%[T—&-Tu%(ul71)+2u0u1(u071)}

1—ug(l—wuy) o

2u0 (1-u0) [ (1=1) [wo [ (1=u1)] 7 |

+ [1—up(1—u1)]? ’

uo(THug—1)Fug[(1—up)u_1]2 [1—ug(T+1)—(T+2)(1-up)(1-u_1)]
1—(1-up)u_1

T2
2110(1—110)[71.,1[[(1—1;0)7471] 2 —1+ug:|+1—u,1}

for vg € [v*,p) and even T,

, for vy € [p,v**) and even T,

FD __ [17(17%0&71]2 C.27
T TP wo(Turti-ug)~luo(1-u)] 2 [(TJFQ)UO(1—U0)+[“0(T+1)—1]1:%1} (C.27)
1—ug(l—wuy)

2up(1-u0) [1-fuo (1—un)] 75 | fuo (1—u) —ui]
[1—uo(1—u1)]? ’ )
uo (T+uo—1)+uo[(1—uo)u_1]" 2 [1*UO(T+2)*(T+1) ‘“*1]

for vg € [v*,p) and odd T,

u_q

17(1;1(1))71,_1
2u0 (1-10) [1-[(1=u0)u 1] 3 |[1-u_y—(1=uo)u1]

[1-(1-uo)u_1]? ’

for vy € [p,v**) and odd T.
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In particular, 7P can have discontinuity in vg or p only at vy = p.
Proof of Proposition C.1. We first establish the following two claims C.3 and C.4.

CraM C.3. The full-disclosure policy induces the same purchase decisions from all customers and the
same expected revenue for the platform as the following recommendation policy:

(17070)7 if n2n+7
(ri(n),r2(n),r; (n)) =< (0,1,0), if n€(n=,nt), forallte{1,2,...,T}, (C.28)
(0,0,1), if n<n~,

wheren™ := mi% {n:v, >v>*} andn™ := max {n:v, <v*}. Let N(H,) be the net purchase position up to time
ne ne
t under the recommendation policy in (C.28), and denote 77 :=min{t=1,--- , T: N(H,;1) >n"} and 7~ :=
min{t=1,---,T: N(H,y 1) <n~}. Then, the platform’s expected revenue under the full-disclosure policy is
given by
T
7P i=pY {ugt (Prt =t]+Plr~ =1]) + (T - t)P[r" =1]}. (C.29)
=1

Proof of Claim C.3. Let (&,7—7) denote the full-disclosure policy, whereby the message space H consists
of the platform’s proprietary history H,. Define mapping ¢ : HoM= {1,0,—1} as

B 1, ifE[V|H,,5]>v",
@(H;)=q 0, if E[V|H,3]¢€ v, 0™), (C.30)
—1, if E[V|H,,5] < v,

and denote (H,) := {(¢(H,),a,) : s < t}. Further define the recommendation policy (o, M) to be

> G (fIt &} > P [f[t a—}

~(H¢)=Hy¢,p(He)=m - y(H¢)=H¢,p(He)=m
bl
d

> Pli]|s] > PlA
for any m € M and H, = {(ms,a,) :m, € M,a, € {—1,1},s <t}. Then, (C.30) immediately implies

~v(Hy)=H; v(Hy)=H;
(17070)7 lf E[V|7<I§t) = Ht7&] 2 U**7
(c(m=1|H,),0(m=0|H,),0(m=—-1|H,;))=1 (0,1,0), if E[V|y(H,) = H;,6] € [v*,v*),
(070, 1)7 lf ]E[V|P)/(Ht) = Htva-] < vr.

Following similar argument as in the proof of Proposition 2, we have full-disclosure policy ¢ and ¢ induce

)P [H,

o(m|H,) = (C.31)

the same purchase decisions from all customers and the same expected revenue for the platform. By (B.8)
and (B.9), the above equation can also be rewritten as

(1,0,0), if E[V|H,,0] > v**,
(c(m=1|H,),c(m=0|H,),c(m=-1|H,))=< (0,1,0), if E[V|H;,0] € [v*,v*"),
(0,0,1), if E[V|H,,0] <v*,

which, by utilizing the definitions of n~,nT and Proposition 3, can be expressed as
(1,0,0), if N(H,) >n™,
(c(m=1|H,),c(m=0|H,),c(m=-1|H,))=< (0,1,0), if N(H,) € (n=,n"),
(0,0,1), if N(H,) <n~,
and hence, establishing the equivalence between recommendation policies o and r given in (C.28).
By (4), customer t’s purchase decision under the recommendation policy r given in (C.28) follows
1, if N(H,)>n",
a, =14 S, if N(H,)e(n ,n"), (C.32)
-1, if N(H;))<n~,
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Thus, the net purchase position N(H,) > n* (resp., N(H,) <n~) remains unchanged and generates a sale
with probability 1 (resp., 0) after ¢ > 7T (resp., t > 7). Then, utilizing (3), we can denote the expected

revenue of a recommendation policy 7 given in (C.28) as follows

T

pZIP’ [T+/\T_ :t] {P[atzl | my=0,r]t+1[r" :t](T—t)}

=pY {(Blrt =t +B[r~ =)t >_P[S, = |N(H,) = n] P[N(H,) = n|r] +P[r" = (T — 1)}

t=1 n

=qun+(1-¢)(1-vn) zi(n)
T
:pZ{(]P’[ =t]+P[r qu zi(n)+(1—gq Zv — vz ()] +Plrt =t|(T —1t)}.
t=1
=vo by =1-vo by
(C.10) (c.10) and (c.9)

Thus, (C.29) follows from ug = quvg + (1 — q)(1 — vo) definition given in Proposition 4. O

CrLAIM C.4. The probabilities of positive and negative cascade occurring right after time t > 1 are given

by
0= u0) (o)) el [t=1(mod2)), for vo € [p,v™), .
Pl 1] { (u0)% (1 —uy) 2 uy 1[t = 0(mod2)], for vo € [v*,p), a (C-33)
_ (1—up)2(u_1)2 (1 —u_y)1[t =0(mod2)], for vy € [p,v**), _
Plr—=t]= i1 respectively. C.
[ ] { [(uo)(1—u1)] = (1 —ug)l[t=1(mod2)], for vy € [v*,D), pectively (C:34)

Proof of Claim C.4. We now derive (C.33) and (C.34) for the case of vy € [p,v**). The case of vg € [v*,p)
can be derived in a similar fashion. For vy € [p,v**), in order for the net purchase position N(H;) =n to stay
within (n=,n") (i.e. n € (n~,n™), the first customer must not make the purchase (must receive a pessimistic
signal, which occurs with probability (1 —ug) as N(H;) =0) and the net purchase position gets updated to
N(H;) = —1; the second customer must make the purchase (must receive an optimistic signal, which occurs
with probability u_;) and the net purchase position gets updated to N(H3) = 0; the third customer must
not make the purchase (must receive a pessimistic signal, which occurs with probability (1 —ug)) and the
net purchase position gets updated to N(H,) = —1. By induction, the net purchase position must alternate
between 0 and —1 in order for the net purchase position N(H;) =n to stay within (n=,n%), i.e. N(H,)=0
for odd ¢t and N(H,)= —1 for even t. Therefore, in order for 7 to be equal to ¢, a customer whose order
of arrival is an odd number must make the purchase - must receive an optimistic signal (which occurs with
probability ug as N(H;) would be 0). Similarly, in order for 7~ to be equal to ¢, a customer whose order of
arrival is an even number must not make the purchase - must receive a pessimistic signal (which occurs with
probability 1 —u_; as N(H,;) would be —1). Hence, P[rT ={] and P[r~ =] follows as in (C.33) and (C.34).

a

We now establish (C.27). We only demonstrate the case of vg € [p,v**) and odd T’; all other cases follow

similar argument. Re-writing (C.29) we have

T
Z [T + t(uop — 1)] 1]+ ZuoﬂP’ (C.35)
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Utilizing (C.33) we can represent the first term of (C.35) as

T—1

=[T"+ (uo — 1)Juo + [T+ 3(uo — D]ug(1 — o) (u_r) + -+ + [T+ (T = 1)(ug — D]ug(1 — 1) = (u_y) "= .

Next, we obtain the following representation by multiplying the expression with 1 — (1 —wug)u_;

T—1 T—1

=[T + (uo = D]uo + [T+ 3(uo — 1)]uo(1 — o) (u—1) + -+ + [T+ (T' = 1)(uo — D]uo(1 —uo) > (u-1) =

— [T+ (uo — D]uo(1 — o) (u_y) + [T+ 3(uo — D]uo(1 — o) (u_1)?+ -+ [T + (T — 1) (uo — 1)]uo(1 — uo)%(u_lfﬂ

=[T + (uo — 1)]uo + 2(uo — L)ug [(1 — o) (u_y) + (L — o) (u_1)? 4+ (1 —uo)%(u,l)%]
— [T+ (T = 1)(uo — D)o (1 — o) = (u_1) "+
[T+ (0 = D]tto +2(uo — Do [ (1= o)1) + (1= )2 (1) -+ (1= ) T (u1) = + (1= o)+ (1) ™+ |
— [T+ (T + 1) (o — Duo(1 —uo) = (u_y) 2"
[T+ (10 = D]tuo + 2(uo — Vo1 = o) (1) [14 (1 = i) (u_1) + -+ + (1 = o) = (u1) 7"
— [T+ (T +1) (o — D]uo(1 — ) > (u_q) =
2o — o [1 = [(1 = o) (u1)] | e e
=[T + (uo — )]uo + P T+ (T + 1) (w0 — D)o (1 — uo) F (u_r)

where the last equality follows from the sum of geometric series formula. Then, we divide the expression
back again by 1— (1 —wug)u_1 to get

T+1 T+1 R
[T+ (o — )]uo — [T+ (T + 1) (uo — D]ug(1 — uo) 5 (u_y)F+ 2(uo—1)uo [1 —[(1 = uo)(u_1)] 2 }

1—(1—wug)u_y i [1—(1—wup)u_q]?

By similar analysis, second term of (C.35) can be represented as

41 T41

(T + Duo(1 —uy)(u_1)  [(1—uo)u_y] 2 2uo(l—u_1)(1—uo) [1*[(1*%)(“—1)] 2 ]

- ].—(].—’Lbo)’U,,l + [1-(1-“0)’[14,1]2

Combining the above-derived representations of first and second term of (C.35) and a few simple steps of

algebra, we reach at (C.27). B

Appendix D: Additional Figures and Detailed Numerical Results



58 Kiicgiikgiil, (")zer, and Wang: Information Design of Time-Locked Sales Campaigns for Online Platforms
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(a) s=10. (b) s=50.
Figure D.1  Distribution ((s,-) (for vg =.55 and p=¢q=.7).
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09:37:26 today

Rainfall Showerhead with LED/LCD
_ Temperature Display

$48.99

Accidental Damage Protection @
Add 2 Year Replacement Plan $11.99

Buy

£ Ships in 2 days
Shipping to: 75080 Change

12" Fan Rainfall Showerhead with Color-Changing LED/LCD
Temperature Display

4.0 (411 ratings)

© ®

Sale Ends Selling fast! 4.0
5:40:28 (411 Ratings)

Rainfall Showerhead with LED/LCD
Temperature Display

Over 8 ght
EXtra 31 OF Ends 4/21

$48.99

Accidental Damage Protection @

Add 2 Year Replacement Plan $11.9¢

Buy

ED shipsin 2 days
Shipping to: 75080 Change

@ BEST OF 2017

Figure D.2 Time-locked sales campaign example from Groupon.com.
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10" Premium Leather Toiletry Travel Pouch With Waterproof Lining | King-Size Handcrafted Vintage Dopp Kit By

Aaron Leather Goods (Caramel - Dual Zipper) by AARON LEATHER GOODS VENDIMIA ESTILO

frirfrdrdr ~ 85 customer reviews | 6 answered questions

SRS

Deal of the Day: $27.19 & FREE Shipping. Details

In Stock. Sold by Aaron Leather goods and Fulfilled by Amazon

This item is returnable ~
7 Colors: Caramel - Dual Zipper

Y

$27.19 $34.99 $34.99

Want it Friday, Sept. 62 Order within 4 hrs 57 mins and choose
Two-Day Shipping at checkout. Detzils

@ Deliver to Richardson 75083

Qe 1w Turn on 1-click ordering

Add to Cart |

o Buy ow \

Add to List

Figure D.3 Time-locked sales campaign example from Amazon.com.

Gator Lift GL10 Plywood and Drywall
Panel Carrier, 0 to 1-1/8", Heavy Duty

Metal Gripper, Sheet Goods Carry Handle TEa—

Frfrdrdrds + 165 Amazon reviews

Condition New
Quantity | 1 % Limit 3 per customer

Shipping Standard - Estimated delivery Sep 10 - Sep 10
Free Standard shipping for Prime members

Fulfilled by amazon

days left - OF - until sold out

‘Want more great deals? Sign up for our Daly Digest emails!

Features Specs Sales Stats

e
&/

00000

woot!plus 4 someatorrmmoot
% 5h26m42.2265
Great Home Improvement Deals! "
Home improvement deals so good, Tim Allen would be proud Purchaser Experience
13% first woot
o
Start the discussion |Go to event page 13% second woot
34% < 10 wools
17% < 25 woots
23% = 25 woots
Percentage of Sales Per Hour
- s
[ LAY RN
12 1 2 3 4 5 6 7

2% 2%
] |
8 9

@ First Sucker:

beameyoh

Purchaser Seniority
6% joined today
0% ane week oid
1% ane mont old
20% one year old

74% > one year old

10 11 12 1

2 3 4 5 6 7 8 9 101

'}x Last Wooter to Woot:
WooterB38066054

Quantity Breakdown
76% bought 1
22% bought 2

2% bought 3

Figure D.4 Time-locked sales campaign example from Woot.com.
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Seneca Collection Slipcover
Ultra-Plush Cotton Dog Hoodie [

Faux Pear]l Band for Apple Watch [
Replacement Band for Fitbit
Popcorn (12-24- or 40-Pack)

K-Cup Coffee Pod Storage Drawer

Smooth Groom Beard Care Set [
Simplify Over-the-Door Shoe Rack
Bed Pillows (4-Pack) [

Mesh Net Screen Door [
Acer Chromebook 15.6” Laptop
Plus Size Crossbody Bag [
Brondell Luxury Bidet Attachment
Food-Free Jamboree Gift Basket
Cast Iron Skillet Set (3-Pc.) [

| | | |
12:30AM - 8:30AM ... 3:30PM <o+ 11:30PM
— Neutral Customers 1 Affirmative Customers
Figure D.5 Groupon daily deals on 4/8/19. Data collected in 30 minute intervals for 15 products. Groupon

revealed no information or showed up-to-date count of visits to the product webpage during blue time stamps,

and then switch to highlight the message “Selling Fast!” during red time stamps.

150 |- |
100 | N
S x 100 2
2 oL MM
kg ka
| [ | |
. o) %&M&% :
O | | | | i oL | | | | N
0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8
p p
(a) Benchmark with no-disclosure policy. (b) Benchmark with full-disclosure policy.

—— Yg=.20 —-— vy=.55 8- vy=.85

D and

Figure D.6 Relative revenue performance of optimal policy 7* against no-disclosure policy 7"
full-disclosure policy 7F° (for ¢=.7 and 7' =100), plotted for the range of p such that v, € [v*,v**) with the lower

price limit corresponding to vo = v** and the upper price limit corresponding to vy =v*.
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Table D.3  Data used in Figure D.6.

v, = 0.25 v, = 0.55 v, = 0.85
q=07,T=100 = — 2 q=07,T =100 = 17 ] 27 q=07T =100 = —5 —

0140 | 12785 @ 5595 7.087 0363 | 34869 18857  23.857 0719 | 710062  46.008 @ 58138
0155 | 13139 6190 @ 7.841 0382 | 35511  19.839  25.100 0729 | 71548  46.683  58.990
0170 | 13.486 678  8.595 0400 | 36133  20.821 | 26.343 0740 | 72029 47.357 | 59.843
0185 | 13.824 7381 | 9.349 0419 | 36733 21804  27.585 0750 | 72507  48.032  60.695
0199 | 14153  7.976  10.103 0438 | 37309 22786  28.828 0761 | 72982  48.706  61.548
0214 | 14473 8571 | 10857 0457 | 37.857  23.768  30.070 0772 | 73.452  49.381  62.400
0229 | 14783 9167 11611 0476 | 38378 24750 @ 31.313 0782 | 73.920 50.056  63.253
0244 | 15081 9762 | 12.365 0495 | 38954 25732 32556 0793 | 74383 50730  64.105
0.259 15.316 10.357 6.253 0.514 39.527 26.714 33.798 0.803 74.837 51.405 64.958
r 0.274 15.591 10.952 6.613 P 0.533 40.094 27.696 35.041 p 0.814 75.283 52.079 65.810
0.289 15.853 11.548 6.972 0.552 40.543 28.679 21.645 0.824 75.719 52.754 66.663
0.304 16.101 12.143 7.331 0.570 41.102 29.661 22.387 0.835 76.143 53.429 67.515
0.318 16.333 12.738 7.691 0.589 41.651 30.643 23.128 0.845 76.554 54.103 68.367
0.333 16.549 13.333 B8.050 0.608 42.192 31.625 23.869 0.856 76.779 54.778 46.545
0.348 16.748 13.929 8.410 0.627 42.728 32.607 24.611 0.866 77.155 55.452 47.118
0.363 16.928 14.524 B.769 0.646 43.250 33.589 25.352 0.877 77.517 56.127 47.691
0.378 17.088 15.119 9.128 0.665 43.759 34,571 26.093 0.888 77.851 56.802 48.264
0.393 17.228 15.714 9.488 0.684 44.249 35.554 26.834 0.898 78.144 57.476 48.838
0.408 17.344 16.310 9.847 0.703 44.731 36.536 27.576 0.909 78.383 58.151 49.411
0.423 17.435 16.905 10.207 0.721 45.199 37.518 28.317 0.919 78.547 58.825 49.984
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